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Executive summary 
This document constitutes the Deliverable D5.3 "Report on demonstration activities and validation results 

(UC1)ó in the framework of the project titled òSmart5Grid ð Demonstration of 5G solutions for SMART 

energy GRIDs of the futureó (Project Acronym: Smart5Grid; Grant Agreement No:101016912).  

This report describes the system tests and pilot validation execution for the Automatic Power Distribution 

Grid Fault Detection demo related Network App, and the final comprehensive technical KPI analysis and 

validation. 

The aim of this document is to provide a description of the activities within Task 5.3 òActual field pilots, 

demonstration and performance evaluation for UC1" (RAN integrated monitoring for automatic fault 

detection and restoration functionality in DSO grid) under WP5, which deals with òUninterrupted operation 

of smart grids connected with 5G technologiesó. 

For providing a description of the main demonstration activities and process steps linked to the Italian 

demo, the document will be structured as follows: 

¶ Section 1 provides a brief introduction and a list of abbreviations. 

¶ Section 2 provides a description of the main activities that led to the deployment of the UC, (e.g. 

the radio coverage study conducted to identify the substations to be involved in the project or the 

activities conducted in the field by e-distribuzione to set up the various electrical substations) as 

well as providing a view of how the Network Application can be useful within the demonstration. 

¶ Section 3 provides an overview about the KPIs expected in the real test on field that are fully 

described in the deliverable D2.1 ([3]Deliverable D2.1 òElaboration of UCs and System Requirements 

Analysisò Version 2.0òó), as well as providing evidence of the KPIs encountered in the field and 

some clarification of how they were measured. 

¶ Section 4 describes how the real automation test was implemented and performed in a MV feeder, 

during its normal operation in the distribution power grid, highlighting how the implemented 

Network Application supported the ex-posts analysis. 

In the Last section of this deliverable are presented the conclusion and a description of main challenges 

encountered during the implementation of UC#1, that in general are positive either for the demonstrated 

5G-PPP KPIs and for the real automation test performed on field. 
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1. Introduction 
Large, interconnected power systems are considered the backbone of any Countryõs critical infrastructure. 

They consist of complex cyber-physical systems for which the communication layer plays an important role 

in grid monitoring, control and automation. Until now, very often, the communication networks dedicated 

to the control and automation of power systems are hosted and managed by the power company itself 

but completely unrelated to the electric side. However, this scenario is already evolving with the 

proliferation of smart grids, both energy and communication infrastructures are now closely 

interdependent, and it is not possible anymore to keep considering them as two separate entities.  This 

mutation is closely linked to the concept of the smart grid, through which we aim to increase the efficiency, 

resilience, reliability and security of evolved, greener power grids, by means of increased automation and 

digital control. In this regard, traditional power grids need to be integrated with advanced communication 

and information technologies ([1], [2]) to achieve efficiency and security in a way that will "reshape" the 

modern energy landscape.  

The European vision for Green Deal1 has set the path for replacing large thermal power plants with 

hundreds of thousands of smaller and dispersed, renewable-based generation units, able to cover the 

same or greater power capacity. The renewable-based distributed power generation uses power-

electronics converters as an interface with the grid. However, they also contribute to faster power system 

dynamics, that require advanced monitoring and control tools on top of seamless coordination between 

many stakeholders and actors in the electricity chain. These are well recognized needs of the energy 

vertical, requiring flexible, reliable, highly available, and low-latency communication on top of scalability in 

diversely populated areas.  

The fifth Generation (5G) of communication networks appears to have the right features to allow the power 

grid to tackle the above-mentioned challenges. It is envisioned that 5G networks will play a significant role 

in the power grid transformation to enable better efficiency, observability, and controllability of the power 

system, especially at the distribution side where the number of monitoring devices and remote automation 

equipment is expected to dramatically increase2. Specifications, such as high data rates and low latency 

across wide areas of coverage, flexible massive Machine Type Communication (mMTC) specific for dense 

urban areas, and Ultra-Reliable and Low Latency (URLL) communication are those which could enable a 

significant shift for the smart grid's communication layer.  

The flexibility of the 5G technology is the most valuable feature along with modularity and full 

programmability, allowing fast deployment of services to be tailored to the unique requirements of the 

energy vertical. This transition from a òhorizontaló service model, specific for past mobile network versions 

such as 3G, 4G and LTE, towards a òverticaló dedicated service model opens the path for a plethora of 

innovative applications across a variety of industry- or community-related verticals, including the energy 

vertical. 

 
1 The European Green Deal is about improving the well-being of people. Making Europe climate-neutral and protecting our natural habitat will 

be good for people, planet and economy. More details can be found at: https://ec.europa.eu/commission/presscorner/detail/en/fs_19_6714 
2 The vision for 5G is to not only provide better broadband with higher capacity and higher data rates at much lower cost, but also to address 

entirely new challenges, to enable new services, empower new types of user experiences, and connect new industries. 
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5G vertical trials in Europe have been performed through several 5G Infrastructure Public Private 

Partnership (5G-PPP) projects. The 5G-PPP3 is a joint initiative between the European Commission and the 

European Information and Communication Technology (ICT) industry (ICT manufacturers, 

telecommunications operators, service providers, SMEs and research institutions). The Smart5Grid is part 

of 5G-PPP ôs third phase4, together with several projects launched initially in June 2018 and more followed 

in 2019 and 2020. The 5G-PPP aimed to deliver solutions, architectures, technologies, and standards for 

the ubiquitous next generation communication infrastructures of the coming decade. The challenge for 

5G-PPP is to secure Europeõs leadership in the areas where Europe is strong or where there is potential 

for creating new markets such as smart cities, e-health, intelligent transport, education, or entertainment 

& media. 

This is the context in which the Task 5.3 operated; its aim is to implement an actual field pilot to 

demonstrate and validate how the benefit provided by the 5G technology, combined with grid 

applications, can provide benefits in the energy sector. In particular, such benefits will support the 

Automatic Power Distribution Grid Fault Detection, an advanced functionality actually used in e-

distribuzione's electric grid (M19-M40) over Optical Fiber and 4G-LTE (with some limitations). 

A synthetic view of Task 5.3 is hereby detailed: 

Leader: ENEL 

Å Task inputs: T2.1, T5.1, and T5.2 

Å Task outputs: Demonstration and validation of Automatic Power Distribution Grid Fault Detection NetApp 

on real pilot 

Å Contributors: ENEL, GSP, ENG, WI3, UCY, ATH/HPE, STAM, NBC  

 

 

 
3 For more details also see: https://5g-ppp.eu/ 
4 Further information about the 5G-PPP phase-3 can be found at: https://5g-ppp.eu/5g-ppp-phase-3-projects/ 
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2. Description of the Italian field test 
This chapter aims to give some further detail on the field implementation, in addition to what has been 

described in D5.1 (òNetwork App integration framework and Smart5Grid roll-out plans for Uninterruptible 

Smart Grid Operationó); improvements with respect to the initial configuration. It is important to highlight 

that real secondary substations (SS) have been used in UC#1, normally operating for providing energy to  

different customers in the area. On top of that, the mobile network in use it is not experimental but is the 

commercial network with which WI3 normally provides connectivity services to its mobile customers. 

 

2.1. 5G coverage and pilot implementation 
In order to maximize the probability of 5G coverage on substations involved in the demonstration in the 

area of Olbia primary substation, a preliminary radio coverage analysis has been performed on WI3õs 

commercial telecommunication infrastructure. Based on the results of a preliminary site survey, as reported 

in D5.1 (òNetwork App integration framework and Smart5Grid roll-out plans for Uninterruptible Smart Grid 

Operationó), among the thirty Olbiaõs secondary substations, the best fourteen ones were selected. 

The green area in Figure 1 below represents the 5G coverage: 

 

Figure 1: Radio Coverage in Olbiaõs area 

In site all initial positive expectations and preliminary verifications, it was noted that, during the installation 

of the various communication devices on field, only in a limited number of installations had 5G connectivity 

available. Furthermore, although the quality deemed suitable for the router to communicate on 5G 

Networks, in most sites the in-cab router preferred the LTE signal to the 5G signal as it had a better quality. 
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To try to increase the number of installations connected in 5G, e-distribuzione installed a second antenna 

on each site, to maximize the quality of the received radio signal on each router on installed field, as 

recommended by the manufacturer of the communication equipment (Cisco). Additionally, WI3 carried 

out further analysis on the radio network in the Olbia area, by sending a technical team equipped with 

appropriate instruments to verify the quality of the radio signal, next to all the selected secondary 

substations. 

At the same time, experts from Cisco were involved to try to force the router configuration to force the 

connection in 5G radio frequencies rather than LTE. Unfortunately, this was not possible because as router 

firmware version available still doesnõt provide this opportunity, that will be developed and made available 

in Ciscoõs next firmware release.  

2.2. The implementation of grid automation in Olbia area 
The task T5.3  òActual field pilots, demonstration and performance evaluation for UC1ó oversees the 

activities carried out to validate the Use Case. Fourteen secondary substations along four MV feeders from  

Olbia Primary Substation, have been equipped with dedicated field devices to implement real-time self-

healing through the 5G connectivity.  

The real-time self-healing is an advanced feature, historically utilized in Enel grids, which swiftly and 

automatically identifies and isolates electrical faults along the grid within a timeframe of less than one 

hundred milliseconds. The effectiveness of this process relies on the presence of a highly responsive and 

dependable communication network. 

More in detail, the secondary substations involved in the Use Case validation are located along four 

medium voltage lines, as listed below in the Table 2: 

Area MT Line Involved SS 

Olbia Golfo 

Aranci 

3 

Olbia Eucaliptus 3 

Olbia Picciaredda 4 

Olbia Putzolu 4 

Table 2: List of the MV power lines involved. 

To duly perform the real-time self-healing of the selected MV feeders and taking advantage of the radio 

connectivity made available by WI3, each selected secondary substation has been equipped with a series 

of dedicated field device, compatible with the standard IEC61850: 

- Router Cisco IR1101 (Figure 2) 

- Sensors specialized in the grid fault detection (Figure 3), connected with a ultra-fast MV circuit 

breaker 

- Remote Terminal Unit (Figure 4) 
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Figure 2 ð Cisco Router in use in secondary substations 

        

Figure 3: Sensors in use in secondary substations and the ultra-fast MV switchgear 

 

 

Figure 4: Remote Terminal Unit (RTU) in use in secondary substations. 

 

From the software point of view, the indicated devices have been updated to the latest firmware version 

available and configured to allow the exchange of needed information with the central system located in 

the Regional Control Centre in Cagliari as well as with the feederõs head protection panels (Figure 5) and 

RTU (Figure 6) installed in the primary substation in Olbia. 
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Figure 5: Feeder head protection panel in Primary substation 

 

Figure 6: Primary substation RTU 

 

 

Figure 7: Central Systems5 

All substations involved in the demonstration have been made available on the central systems (Figure 7) 

in Regional Control Center, for the day-by-day operation trough remote control and to enable them to 

perform the grid automation cycle. Using this configuration, all the fourteen Secondary Substations used 

in the pilot have been operated by the Regional Control Center as all the rest of the power distribution 

grid. The only difference has been the 5G connectivity, that enables the use of a Network Application for 

constantly monitor the 5G communication performances. 

To implement the real-time self-healing functionality, according to the IEC61850 ([5],[6],[7],[8],[9],[10],[11]) 

standard, GOOSE messages need to be exchanged between the sensors installed in each secondary 

 
5 Courtesy of E-Distribuzione 
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substation and also with the protection panel installed in the primary substation; to ensure this, a dedicated 

communication infrastructure with a topology called "HUB and Spoke" was built; the node with the role of 

central HUB ensures that GOOSE messages are propagated to the devices in the affected substations 

(Figure 8). 

 

Figure 8: Whole Real-time-self-healing architecture 

Specific configurationsõ schemas were designed by Gridspertise to made suitable the communication 

infrastructure of e-distribuzione for the UC#1 validation. This configuration files have then been 

onboarded on all router installed on field and in regional control rooms in Cagliari and Latina by the 

telecommunication team of e-distribuzione. 

Each Intelligent Electronic Devices (IED) installed on field has been configured to communicate with the 

central SCADA and with all the other sensors installed along the same MV feeder and in the primary 

substationõs feeder head protection. Such communication with the central SCADA is needed for remote-

control purposes, while the communication with the other sensors along the same feeder is essential for 

the real time self-healing to perform. 

Specific, network configurations (e.g. IPv4, VLAN, default gateway) were implemented on each IED to 

enable its access to the telecommunication network. Additionally, a specific configuration was loaded on 

each sensor to identify its insertion position along the electric grid. 

Moreover, two additional configuration sets are needed on the Primary Substationõs IEDs: 

¶ Network configuration (e.g IPv4, VLANs, default gateway): needed to enable IEDs to communicate 

with other IEDs in secondary substations and with central SCADA system. 

¶ Grid configuration: needed to specify on both the RTU and the involved feeder head protections 

the position of each sensor along the medium voltage line and from where the information is 

expected to arrive to operate the real time self-healing. 

A specific configuration have been implemented on the central SCADA system too, in order to specify the 

grid topology for both the human operators and the automation system.. 
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2.3. The use of the implemented Network Application 
In the complex architecture shown in the previous section,(Figure 8), the Network Application allowed us 

to promptly detect a deviation between the actual telecommunication performances and the expected 

behaviour of the radio network on the various secondary substations involved in the demonstration. 

For this purpose, all the traffic statistics collected by the Network Application from each of the pilotõs sites 

have been stored, processed and graphically represented on the WEB dashboard (Figure 9), enabling us 

to easily detect when the real radio network performance, in several cases, was far from what was expected. 

 

Figure 9: Traffic statistics view form WEB dashboard 

In this context, where electricity grids are increasingly digital, having a clear view of the performance of the 

communication network is very important because the effectiveness of grid operations relies on it. More 

specifically, if a failure on the power grid occurs when the communication performances are poor, the real-

time-self-healing functionality could not minimize the impacts of a failed grid trunk on the grid users (as 

this automation framework aims to do), because the communication between all the relevant field devices 

involved is negatively affected by this poor performances, with the result that the messages will be 

interpreted too late to have real benefits for the grid. More in brief: since nobody can predict when a grid 

fault occurs, ensuring that the communication performances are always under strict monitoring is essential 

to ensure the proper performances of the automation framework. 

The information exposed from the Network Application user interface allowed us to be more efficient and 

effective in the process of analysing and solving the implementation issues; otherwise, the technical back-

office technicians of e-distribuzione must have performed ex-post analysis of all field devicesõ behaviour 

along the entire transmission chain between the central HUB and all the relevant field equipment, with a 

significant expenditure of resources. 

All the relevant information has been available on the Network App dashboard via HTTPS, where the 

average values referring to the last 24 hours for the following quantities are shown for each plant: 

- Jitter 

- Round Trip Delay  

- Packet-Loss 

 



D5.3 ð Report on demonstration activities and validation results ð V1.0 

 

 G.A. 101016912 Page 17|28 

 

An example of the information summarized in the Dashboard can be seen in the following Figure 10: 

Dashboard ð summary view 

 

Figure 10: Dashboard ð summary view 

 

For each site, it is then possible to view the history of the detected traffic statistics and their possible 

deviation from the reference threshold value (Figure 11) 

 

 

Figure 11: Dashboard ð detailed view 

 

 
























