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Executive summary

This document constitutes the Deliverable D5.3 "Report on demonstration activities and validation results
(UC1)6 in the framewor k a@fDemborsteatiop of 5G slations foi SMARTd 0 S
energy GRI Ds of the f utbQuid; @rant Agfeemerjt docl®1018912).ony m: S ma

This report describes the system tests and pilot validation execution for the Automatic Power Distribution
Grid Fault Detection demo related Netork App, and the final comprehensive technical KPI analysis and
validation.

The aim of this document is to provide a descript
demonstration and performance evaluation for UCIRAN integrated monitoring for automatic fault
detection and restoration functionality in DSO gpdinder WP5whi ch deal s with oUnint
of smart grids connected with 5G technologiés.

For providinga description of the main demonstration activities and process steps linked to the ltalian
demo, the document will bestructured as follows:

9 Section 1 provides a brief introductioand a list of abbreviations.

9 Section 2providesa description of the main activities that led to the deployment of the UE@,g.
the radio coverage study conducted to identify the substations to be involved in the projacthe
activities conducted in the field by-glistribuzione to set up the various electricalibstation$ as
well as providing a view of how the Network Application can be useful within the demonstration

I Section3 provides an overview about the KPIs expected in the real test on field that are fully
described inthe deliverable D2.[3[De |l i ver abl e D2.1 O0EIl aboration o
Anal ysi s 00)daswelsas providirg.edidence of the KPIs encountered in the field and
some clarification of how they were measured.

1 Sectiond describeshow the realautomationtest wasimplemented and performedn a MV feeder,
during its normal operationin the distribution power grid highlighting how the implemented
Network Application supported the exposts analysis.

In the Last section of this deliverable are presented the conclusion and a description of main challenges
encountered during the implementation of UL, that in general are positiveither for the demonstrated
5G-PPP KPIs and for the real automation test performed on field
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Notations, abbreviations and acronyms

Item  Description

AB Advisory Board
5G SA |5G Stand Alone
CA Consortium Agreement
DoW | Description of Work
DRES | Distributed renewable energy sources
DSO | Distribution System Operator
EDSO |EuropeanDistribution System Operators for Smart Grids (rqmofit association)
EEGI |European Electricity Grid Initiative
ENTSQE | European Network of Transmission System Operators for Electricity
EPIA | European Photovoltaic Industry Association
EU European Union
EWEA [European Wind Energy Association
FP7 |Seventh Framework Programme

GA Grant Agreement
GOOSE | Generic Object Oriented Substation Event
IED Intelligent electronic device
IPv4 | Internet Protocol version 4
LAN Local Area Network
LTE Long TermEvolution
LV Low Voltage
MV Medium Voltage
PAS IEC| Publicly Available Specification
RAN | Radio Access Network
RTD |Research and Technology Development.
RTU | Remote terminal unit

SCADA [ Supervisory Control And Data Acquisition

SS Secondary Substation
T&D Transmission and Distribution

TSO | Transmission System Operator
uc Use Case

WAN | Wide Area Network

WP Work Package

Tablel Acronyms list
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1. Introduction

Large, interconnected power systems are considered the backbone of @y u n tcritigaldngrastructure.
Theyconsist ofcomplex cyberphysical system&r which the communication layer plays an important role
in grid monitoring, control and automation. Until now, very often, the communication networks dedicated
to the control and automation of power systemare hosted and managed by the power company itself
but completely unrelated to the electric side. However, th&enariois already evolvingwith the
proliferation of smart grids, both energy and communication infrastructures are now closely
interdependent and it is not possibleanymore to keep consideing them as two separate entities. This
mutation is closely linked to the concept of the smart grithrough which we aim to increase the efficiency,
resilience, reliability and security of evolved, greener power grioks means ofincreased automation and
digital control. In this regard, traditional power grids need to be integrated with advanced communication
and information technologies ([1], [2]) to achieve efficiency and security in a way that will "reshape" the
modern energy andscape.

The European vision for Green Dédlas set the path for replacing large thermal power plants with
hundreds of thousands of smaller and dispersed, renewallased generation units, able to cover the
same or greater power capacity. The renewabbased distributed power generation uses power
electronics converters as an interface with the grid. However, they also contribute to faster power system
dynamics, that require advanced monitoring and control tools on top of seamless coordination between
many stakeholders and actors in the electricithain. These are well recognized needs of the energy
vertical, requiring flexible, reliable, highéyailable, and lowatency communication on top of scalability in
diversely populated areas.

The fifth Generation (5G) of communication networks appearstvethe right features to allow the power

grid to tackle the abovementioned challenges. It is envisioned that 5G networks will play a significant role

in the power grid transformation to enable better efficiency, observability, and controllability of the pow
system, especially at the distribution side where the number of monitoring devices and remote automation
equipment is expected to dramatically increaseSpecifications, such as high data rates and low latency
across wide areas of coverage, flexible massive Machine Type Communication (mMTC) specific for dense
urban areas, and UltreReliable and Low Latency (URLL) communication are those which could erable
significant shift for the smart grid's communication layer.

The flexibility of the 5G technology is the most valuable feature along with modularity and full
programmability, allowing fast deployment of services to be tailored to the unique requirements of the
energy vertical. Thi s viae madslisfecific for pdsrnmoiie retwarkwversionsz o n t
such as 3G, 4G and LTE, towards a oOoverticalé dedi
innovative applications across a variety of industipr community-related verticals, including thenergy

vertical.

1 The European Green Deal is about improving the wbking of people. Making Europe climat@eutral and protecting our natural habitat will

be good for people, planet and economy. More details can eund at: https://ec.europa.eu/commission/presscorner/detail/en/fs_19 6714

2 The visionfor 5G s to not only provide better broadband with higher capacity and higher data rates at much lower cost, but also to address
entirely new challenges, to enable new services, empower new types of user experiences, and connect new industries.

Smart5Grid G.A.101016912 Page9|28
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5G vertical trials in Europe have been performed through several 5G Infrastructure Public Private
Partnership (5&PPP) projects. The 5BPP is a joint initiative between the European Commission and the
European Information and Communication Technology (ICT) industry (ICT manufacturers,
telecommunications operators, service providers, SMEs and research institutions)Sitaet5Grid is par

of 5G-PPP0 third phasé, together with severalprojects launched initially in June 2018 and more followed

in 2019 and 2020. The 5@PPaimed to deliversolutions, architectures, technologies, and standards for

the ubiquitous next generation communication infrastructures of the coming decade. The challenge for
5GPPP is to secure Europeds |l eadership in entiale are
for creating new markets such as smart citieshealth, intelligent transport, education, or entertainment

& media.

This is the context in which the Task 5.3operated; its aim is toimplement an actual field pilotto
demonstrate and validatehow the benefit provided by the 5G technology, combined with grid
applications can provide benefis in the energy sector In particular, such benefis will support the
Automatic Power Distribution Grid Fault Detectipran advanced functionality actually used in e-
distribuzione's electric griqM19M40) over Optical Fiber and 4&_TE (with some limitations)

A syntheticview of Task 5.3 iereby detailed
Leader: ENEL
A T as kT2i1T50 and §52

A T as k Deronspratian sind validation of Automatic Power Distribution Grid Fault Detection NetApp
on real pilot

A Contributors: ENEL/HPEGSSAMNBENG, WI 3, UCY, ATH

3 For more details also see: https://5gpp.eu/
4 Further information about the 56PPP phase3 can be found at: https://5gppp.eu/5g-ppp-phase 3-projects/

Sggrtiéﬁd G.A.101016912 Page1(28
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2. Description of the Italian field test

This chapter aims to give some further detail on the field implementation, in addition to what has been
described in D5.1 Network App integration framework and Smart5Grid radlut plans for Uninterruptible
Smart Grid Operatiod; ymprovements withrespect to the initial configurationlt is important to highlight
that real secondary substations (SS) have been used)G#1, normally operating forproviding energy to
different customers in the areaOn top of that, the mobile network in use it is noexperimentalbut is the
commercial networkwith which WI3 normally provides connectivityserviceso its mobile customers

2.1. 5G coverage and pilot implementation

In order to maximizethe probability of 5G coverge on substations involved in thelemonstrationin the
area of Olbiaprimary substation a preliminaryradio coverage analysitias beenperformed on WI 3 8 s
commercialtelecommunication infrastructureBased on the results ad preliminarysite surveyasreported

in D5.1( Network App integration framework and Smart5Grid radut plans for Uninterruptible Smart Grid

Op er atamangtbe)thrty Ol bi ads s e c o nthesbesyfouseernreswere seleated

The greenareain Figurelbelow represents the 5G coverage
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Figurel RadioCoveragein Olbia® area

In site all initial positivexpectations and preliminary verificationgwas noted that,during the installation

of the various communication devicesn field, only in a limited number of installatiortsad 5G connectivity
available Furthermore, although the quality deemed suitablefor the router to communicateon 5G
Networks in most sites the incab router preferred the LTE signal to the 5G signal as it had a better quality.
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To try to increase the number of installations connected in 5Gdistribuzione installed a second antenna
on each site to maximizethe quality of the received radio signabn each routeron installedfield, as
recommended by the manufacturer of the communication equipment (CigcAdditionally, WI3 carried
out further analysis on the radio network in the Olbia areby sendinga technical teamequipped with
appropriate instruments to verify the quality of the radio signatext to all the selected secondary
substations.

At the same time, experts from Cisco were involved to try to forttee router configuration to force the
connection in5G radiofrequenciesrather than LTEUnfortunately thiswas not possiblebecauseasrouter
firmware versioravailables t i | | pralideghismo@portunity that will be developed andmade available
inCi s oext@irmware release

2.2. The implementation of grid automation in Olbia area

The taskT5.3 0 Act ual field pilots, demonst r a&bverserstha n d

activitiescarried outto validate the Use Caseolrteen secondary substationslong four MV feeders from
Olbia Primary Substationhave beenequipped with dedicated field deviceso implement reattime self
healingthrough the 5Gconnectivity

The realtime selfhealing isan advanced feature,historically utilized in Enelgrids, which swiftly and
automatically identifies and isolates electrical faudttong the grid within a timeframe of less than one

hundred milliseconds. The effectiveness of this process relies on the presence of a highly responsive and

dependable communication network.

More in detail, he secondary substatios involved in the Use Case validation are located alonigur
medium voltage line, aslisted below in the Table2:

\ Area MT Line  InvolvedSS

Olbia Goffo 3
Aranci

Olbia | Eucalipts 3

Olbia | Picciaredda 4

Olbia| Putzolu 4

Table2: List ofthe MV power linesinvolved.

To duly perform the reaktime selfhealing of the selected MV feeders antaking advantage of the radio
connectivity made available bWI3, eachselectedsecondary substatiomas beenequipped with aseries
of dedicatedfield device compatible with the standard IEC61850

- Router Cisco IR11QEigure?2)

- Sensorsspecialized in the grid fault detectiorfFigure 3), connected with a ultrafast MV circuit
breaker

- Remote TerminaUnit (Figure4)

s{artsﬁ’id G.A.101016912 Pagel328
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Figure4: Remote Terminal Unit (RTU) irsein secondary substations

Fromthe softwarepoint of view, the indicated devices have been updated to the latest firmware version
available and configured to allow the exchange of needed information with tentralsystem located in
the Regional Control Centrén Cagliari as well as with thieeder® sead protection panes (Figure5) and

RTU(Figure6) installed in the primarysubstationin Olbia.

Smart5Grid G.A.101016912 Page1328
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Figure7: Central Systers’

All substations involved in thelemonstrationhave beenmade availableon the central systera(Figure7)

in Regional Control Centerfor the day-by-day operation trough remote control and to enable them to
perform the grid automation cycleUsing this configuration, all the fourteen Secondary Substations used
in the pilot have been operated by the Regional Control Centas all the rest of the power distribution
grid. The only difference has been theG connectivity that enables the use of a Network Application for
constantly monitor the5G communicationperformances

To implement the realtime selfhealing functionality, according to the IEC61888],[6],[7],[8].[9],[10][11)
standard, GOOSE messages need to be exchanged between the sensors installed in each secondary

5 Courtesy of EDistribuzione

Smart5Grid G.A.101016912 Page1428
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substation and also with the protection panel installed in the primary substation; to ensure this, a dedicated
communication infrastructure with a topology called "HUB and Spoke" was bili# node with the role of
central HUB ensures that GOOSE messages are propagated to the devices in the affected substations
(Figure8).

e-distribuzione Control Room

Central Hub

/%_'-_

Primary substation po %
! - ; m ™Y Core Network W3
=< WAN
Legenda E

&

LAN () RAN W3
Goose message ,A
Remote control message P e ., ',".
Secured tunnel an' %) =
LAN LAN
Radio connection —y—’—H’ Y

| o | Sa )
Physical link %! ol & ﬁ 1 E ﬁ’ %!
—— Oy —

Secondary substations

Figure8: Whole Reaitime-selfhealing architecture

Specific configuratioed s ¢ hweretesignedby Gridspertiseto made suitablethe communication
infrastructureof e-distribuzione for the U&1 validation This configuratiorfileshave then been
onboarded on all router installedon field and in regional control roomsin Cagliari and Latindy the
telecommunication team oe-distribuzione

Each Intelligent Electronic Devices (IED) installed on fiels been configuredo communicate with the
central SCADA andvith all the other sensors installeélong the same MV feederand in the primary
S U b st d&ederdead protection Suchcommunication with the central SCADA is needed faamote-
control purposes while the communication withthe other sensors along thesame feederis essential for
the real time sekhealingto perform.

Foecifig network configuratiors (e.g. IPv4 VLAN, default gatewaywere implemented on each IEDto
enable is accesdgo the telecommunicationnetwork Additionally,a specific configurationvasloaded on
each sensoto identify its insertionposition along the electric grid.

Moreover, two additionalkconfigurationses areneededont he Pr i mar JEDBSubst ati onos

1 Network configuration (e.g IPv4, VLANSs, default gatewayeded to enable IEDs to communicate
with other IEDs in secondary substatioasd with central SCADA system.

1 Grid configuration needed to specify orboth the RTU andthe involvedfeeder head protectiors
the position of each sensor along the mediuntoltage lineand from where the informationis
expected toarriveto operate the real time sekfhealing

A specificconfigurationhave beenimplemented on the centraSCADAsystemtoo, in order to specify the
grid topology for both the human operators and the automation system.

Smart5Grid G.A.101016912 Page1528
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2.3. The use of the implemented Network Application

In the complex architecture shown in the previous sectiffigure 8), the Network Application allowed us
to promptly detect a deviation between theactual telecommunicatiorperformances and the expected
behaviourof the radio network on the variousecondary substations involved in the demonstration.

For this purposeall the traffic statisticscollected by the Network Applicatiofirom each of thep i | sitds 0 s
have beenstored, processed andgraphicallyrepresented on the WEB dashboarfFigure9), enabling us
to easilydetectwhen thereal radio network performance, in several cases, was far from what was expected.

smartSgrid UCT
\# Amministratore tenant  *

P4
= ¥ 2 : e
Dashboard ~ (o0 D7102312337 = Filters ( :) Realtime - ultimo 30 giomni
Smart5Grid

@® uitimo

Latency (P99)

30 giorni

O Interval

Media

0 1 26 24 @

Browser Time (UTC+01:00) x

Cancella

Packet Loss

Powered by Thingsboard v.3.4.2

Figure9: Traffic statistics view form WERshboard

In this context, where electricity grids are increasingly digital, having a clear view of the performance of the
communication network is very important because the effectiveness of grid operations relies dviate
specificallyif afailure on the power gridoccurs when the communication performances are pqdine reat
time-self healing functionality could not minimiz the impacts of a failedyrid trunk on the grid users (as

this automation framework aims to dgpecause thecommunication between all theelevant field devices
involved is negatively affected by thigpoor performances, with the result that the messages will be
interpreted too late to have real benefits for the grid. More in briefince nobody can predict when a grid
fault occurs.ensuring that the communication performances are always under strict monitoligmgssential

to ensure the proper performances of the automation framewaork

The informationexposedfrom the Network Applicationuser interfaceallowed us to be more efficienand

effectivein the process ofanalysingand solving theimplementationissues otherwise, thetechnical back

office techniciansof e-distribuzionemust have performed expost analysis of | | f i ebedavimie vi c e
along the entire transmission chain betweehe centralHUB andall the relevantfield equipment, with a
significant expenditure of resources.

All the relevant informationhas been available on the Network Appdashboard via HTTPSwhere the
average values referring to the last 24 hours for the following quantities are shown for each plant:

- Jitter
- Round Trip Delay
- PacketLoss
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An example of the information summarized in the Dashboard can be seen in the followkigure 1Q
Dashboardd summary view

SMARTSGRID CP OLBIA

D7102572625 D7102244079 D7102367266 D7102230871
Jitters: 2.24 jtters- 23 46

Latency (P90): 20.01 Latency (P90): 68.48

Latency (P99): 25.00 r y

Packet Loss: 0.00

Unreachable last 24h: % Unreachable last 24h: % Unreachable last 24h: %

Figure1Q Dashboardé summary view

For eachsite it is then possible to view the history of the detected traffic statistics and their possible
deviation from the reference threshold valué&igurel)

Figure11 Dashboardd detailed view
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