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Executive summary 
 

The Smart5Grid project proposes four comprehensive use-cases (demonstrators) as applications which 

make use of the latest advancements and capabilities of the 5th Generation (5G) wireless technology for 

the energy vertical. The main scope of those demonstrators refers to development, deployment, and 

testing of Network Applications in actual power grid operational environments. These use-case specific 

Network Applications provide tailored services to energy stakeholders aiming at supporting essential 

functions of the broad concept of smart grids by internalizing the abstraction of the 5G telecommunication 

layer used for bidirectional transfer of information between field sensors from the power grid (e.g., phasor 

measurement units, smart meters, remote terminal units, cameras, etc.) and the energy service (Network 

Applications). Specifically, the Smart5Grid project proposed and developed Network Applications to 

enhance some functionalities aligned to the smart grid concept, such as: 

(i) Monitoring of an advanced automatic power distribution grid fault detection system through a 5G 

communication layer to ensure scalability and flexibility of deployment of this system in other parts 

of the power grid (Italian demo); 

(ii) Remote inspection of automatically delimited working areas using 5G technology, advanced 

cameras and artificial intelligence-based detection algorithms to improve safety of workers in high 

voltage power distribution substations (Spanish demo);  

(iii) Millisecond-level precise monitoring and control of distributed renewable power generation to 

enhance the potential of those units to provide in real-time flexibility services to the power grid 

(Bulgarian demo);  

(iv) Real-time wide area monitoring of cross-border power flow which aims to enhance the accuracy 

of real-time observability of large power networks managed by more than one transmission system 

operator (Greek-Bulgarian demo).  

This deliverable, D3.4 (Smart5Grid Platform Integration and HIL testing), reports on the activities carried 

out as part of Task 3.4 (Pre-piloting via Hardware-In-the-Loop (HIL) demonstration) in terms of providing 

advanced testing facilities (pre-piloting testbeds) that enable testing of the key functional requirements of 

early versions of the use-casesõ specific Network Applications in a realistic and controlled environment 

before they are deployed in the actual pilots. Those functional requirements are two-fold: those related to 

the impact they might have to the power grid operation (e.g., how the energy vertical service to be 

provided by the Network Application might affect the operation of the grid) and those related to the 

Network Application connectivity tests with the 5G-network.  

This deliverable elaborates on the pre-piloting tests carried out for each of the four use-case specific 

Network Applications (early versions), as preparatory steps before the final versions of the Network 

Applications get verified and validated within the Smart5Grid Platform using the automated Verification 

and Validation (V&V) framework, and before they are onboarded and deployed in the production 

environments related to the actual power grid demonstration pilots. It is worth mentioning that all the 

activities related to the development of the main components of the Smart5Grid Platform and the 

integration of the platform with the 5G infrastructure, and the energy infrastructure is detailed in two other 
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deliverables of the WP3: D3.1 (Interim report for the development of the 5G network facility) and D3.2 (Final 

report for the development of the 5G network facility), respectively. Specifically, this deliverable is: 

¶ Defining two different approaches for pre-piloting testing considering the energy vertical and the 

5G connectivity aspects. 

¶ Determining the methodology to be followed in  the pre-piloting testing of each use case 

considering four common phases related to: 

o Describing the different setup/testbeds developed for each use case to facilitate the pre-

piloting testing considering a detailed analysis for each component and interface, and their 

role in the testbeds. 

o Integrating the corresponding Network Application and other energy-focused control 

applications in the pre-piloting testbed of each demonstrator. Assumptions and 

preconditions and differences between the pre-piloting conditions and the actual pilots 

are analysed during this integration of the early versions the Network Applications.  

o Defining  the corresponding scenarios that have been used to test, validate and evaluate 

each use case during the pre-piloting investigation. 

o Analysing and evaluating the pre-piloting results to determine if the functional 

requirements have been met and if the Network Applications are able to provide effective 

services to the smart grid. 

It is worth highlighting that a major effort within Task 3.4 (Pre-piloting via HIL demonstration) was dedicated 

to the development and testing of digital-twin models and power controllers for two of the proposed 

Smart5Grid demos. Specifically, the Bulgarian demo and the Greek-Bulgarian demo make use of Real-

Time (RT)-HIL technology for their pre-piloting testbeds. This approach has been considered in these two 

use-cases to investigate additional testing scenarios related to closed-loop control applications, which 

cannot be directly performed on the actual grid (e.g., distributed resources to provide in real-time ancillary 

services to grid operators in the absence of national regulatory framework for this type of services, or wide 

area protection schemes, among others). The other two use-cases (related to the Italian and the Spanish 

demos) imply applications which involve pre-piloting testbeds focusing on the 5G connectivity only. Thus, 

no HIL technology was used in the pre-piloting stage for these latter use-cases. As such, the deliverable 

was structured focusing first on the Bulgarian and Greek-Bulgarian demos and then on the Italian and 

Spanish demos, especially to reflect this additional effort allocated for the development of digital-twin 

models and control applications which were then integrated in the RT-HIL setups for realistic proof-of-

concept of the 5G technology impact on control-in-the loop type of applications for smart grids. 
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1. Introduction 
This deliverable is the fourth technical output from a series of four deliverables of WP3 (Integrated 5G 

Network Facility and Open Repositories). It deals with the elaboration on the pre-piloting testing activities 

of each of the four use-cases of the Smart5Grid. An emphasis is also given on the development of tailored 

digital-twin models and specific hardware implemented controllers integrated in Real-Time (RT) control 

Hardware In-the-Loop (HIL) setup (pre-piloting testing environment) needed for realistic proof-of-concept 

for two of the demonstrators (the Bulgarian demo and the cross-border Greek-Bulgarian demo, 

respectively).  

To put this deliverable into context it has to be mentioned that all the tasks and deliverables reflecting the 

work of Work Package 3 (WP3) are to a large extent interrelated and interdependent. Their common 

ground concerns elaborating on the full development and integration of the Smart5Grid Open 5G 

experimentation platform, including functional aspects such as end-to-end slicing, service orchestration 

and automation for efficient deployment and operation of the 5G network which supports the 

requirements set up by the project use-cases. The Network Application concept is the linking block 

between the Smart5Grid platform, the 5G telecommunication infrastructure, and the service to be delivered 

to the energy infrastructure.  

The development and integration of the Smart5Grid platform components and their integration with the 

5G infrastructure and with the energy infrastructure corresponding to each of the four use-cases is the 

scope of deliverables D3.1 (Interim report for the development of the 5G network facility) and D3.2 (Final 

report for the development of the 5G network facility), respectively. These two deliverables detail the work 

carried out in Tasks 3.1 (Smart5Grid network access/core platform building and orchestration) and in Task 

3.3 (Platform integration and Interfacing between 5G and energy infrastructure). Deliverable D3.3 (Open 

Service Repository) details the work carried out during Task 3.2, for the development of this important 

component of the Smart5Grid platform, which is the entry point for developers and consumers of the 

Smart5Grid Network Applications. All these tasks ran in parallel with Task 3.4 (Pre-piloting via Hardware-

In-the-Loop (HIL) demonstration). The latter (Task 3.4) is the scope of this document. Thus, it is worth 

mentioning that any details regarding the Smart5Grid open experimentation platform integration 

(including integration with the 5G telecommunication infrastructure and the energy related infrastructure), 

are left out of the scope of this deliverable, because they are detailed in the other above-mentioned 

deliverables.  

This deliverable elaborates on the work carried out as part of Task 3.4 (Pre-piloting via HIL demonstration) 

by describing in detail the advanced pre-piloting testing environments that have been developed within 

the Smart5Grid project. The pre-piloting environment considers testbeds based on the HIL framework and 

setups focused on connectivity testing. In this HIL approach, a large-scale power grid is emulated in a real-

time simulator using digital twins based on high-fidelity models and by considering field measurements, 

while Network Applications are integrated in the loop by exchanging information with the digital twin 

through a hardware network emulator able to realistically mimic the physical communication links of a 

smart grid application. In this context, Network Applications are integrated using Control-HIL approach, 

while the Power-HIL framework is facilitated by incorporating actual power device(s) driven by the digital 

twin through a power amplifier. On the other hand, setups for connectivity testing focus on incorporating 

the actual 5G network infrastructure to ensure the proper connectivity between physical devices (that will 



D3.4 ð Smart5Grid Platform integration and HIL testing activities V1.0 

 

 G.A. 101016912 Page 19|140 

 

be located in the field) and the Network Applications (that will be located in the Smart5Grid platform). It 

has to be noted that the final scope of the pre-piloting is to perform functional tests for the early versions 

of the Network Applications developed for each of the four use cases, using controlled environment and 

advanced pre-piloting testing facilities which might need different types of hardware and software blocks 

(able to replicate both the 5G network infrastructure and the energy infrastructure), however specifically 

tailored to the scope and the needs of the specific use-case.  

1.1. Scope of the document 
The scope of this deliverable is to elaborate on the pre-piloting testing which offers realistic and controlled 

environments able to mimic the actual operating conditions of the four pilots proposed by the Smart5Grid 

project.  

Based on the scope and the functional requirements defined for the use-case specific Network Applications 

[1], [2], two types of pre-piloting testing architectures were identified:  

(a) Vertical-service pre-piloting testing environment using RT-HIL technology to be applied for the 

Network Applications and for new control applications developed for the Bulgarian Demo (UC3: 

Millisecond level precise distributed renewable generation monitoring and control) and for the cross-

border Greek-Bulgarian Demo (UC4: Real-time Wide Area Monitoring (WAM)).  

(b) 5G connectivity pre-piloting testing enviroment for applications that are more focused on 

monitoring the Quality of Service (QoS) of the 5G communication infrastructure for functional tests 

of the use-case specifc Network Applications. This type of pre-piloting architecture was used for 

the Italian Demo (UC1: Automatic power distribution grid fault detection) and for the Spanish demo 

(UC2: Remote inspection of automatically delimited working areas at distribution level).  

A major goal and effort of Task 3.4 (Pre-piloting via HIL demonstration) was dedicated to the development 

of tailored digital twins for power grids and related energy infrastructures and the use of the digital twins 

to formulate realistic and non-invasive HIL testbeds for testing, validating and evaluating the Network 

Applications developed within this project. These activities were particularly focused on the scope of UC3 

and UC4, where new controllers have been additionally developed to highlight the benefits of new 

potential closed loop applications when integrated through 5G communication technology. It is worth 

mentioning that the advantage of using HIL approaches is mainly useful when control applications are 

investigated while the benefits when testing monitoring applications are limited. Therefore, the integration 

of the corresponding Network Application and the new control applications developed for enhancing the 

scope of UC3 and UC4 are included in this pre-piloting investigation and thus, this effort is also reflected 

on the structure and the amount of content dedicated to those two use-cases. 

UC1 and UC2 share many similarities in terms of the type of functional tests performed for the early version 

of the Network Applications and of the type of pre-piloting infrastructure used. Both use cases focus on 

monitoring aspects (of the protection system and of the working area) and therefore their pre-piloting 

testbeds mainly focus on connectivity tests between the field equipment and the Network Application, 

while the HIL framework is not necessary in these use cases since they are mainly based on open loop 

applications. On one hand, UC1 focuses on the monitoring aspects of the power distribution grid fault 

detection system using 5G communication, and not on the protection operation functionality of this grid 

system. On the other hand, UC2 does not need such type of HIL testing environment because the 
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proposed application does not need any sort of observation on the dynamic behaviour of the grid 

operation.  

As it was previously explained, this deliverable focuses to a large extent on the use of real-time hardware 

in the loop (RT-HIL) technology as an advanced testing and validation environment for power system 

applications. This technology is especially useful for those power systems applications that involve the 

development of innovative controllers for distributed renewable energy resources (DER), or those that 

need to simulate the dynamic behaviour of large power systems, among others. Thus, it is to be highlighted 

that most of this deliverable details the development, integration and validation testing of digital-twin 

models and new controllers which were run using customized RT-HIL pre-piloting, in controlled testing 

environments. They were specifically designed for advanced vertical-service pre-piloting testing aiming to 

further investigate the impact of new potential control applications in the operation of the energy domain. 

The power infrastructure considered in the RT-HIL framework was realistically emulated (following a non-

invasive approach) through a digital replica (digital twin) running in a real-time simulator and by 

incorporating actual power device(s) connected in Power-HIL configuration. Further, the 5G 

communication infrastructure, which forms the communication carrier of the data exchange between 

power grid sensors and the use-case specific Network Applications, is introduced in this setup through a 

hardware network emulator, which is a macroscopic model of the communication network.  The testing 

approach is used to further validate the correct operation of the monitoring-type Network Applications. In 

addition, through this HIL testing procedure, the impact on the overall power system operation can be 

investigated when new control applications (e.g., for coordinating the operation of flexible DERs during 

disturbances) make use of different types of communication infrastructures (e.g., 4G, 5G).    

The 5G connectivity testing procedure, used in the case of pre-piloting testing for the Italian and Spanish 

demos, make use of actual 5G infrastructure with similar or identical components between the pre-piloting 

testbeds and the pilots. The testing approach is focused on proper communication between the 5G 

enabled sensors and the 5G infrastructure, and between the sensors and the use-case specific Network 

Application.  

The deliverable also aims to summarize all the preparatory steps fulfilled so far to enable advanced testing 

of the early version of use-case specific Network Applications, as well as for enhancing their ability to fulfil 

the functional requirements of respective use-cases. The scope of these tests is to allow fine tuning in the 

development of use-case specific Network Applications before they are to be verified and validated using 

the automatic V&V framework of the Smart5Grid platform. The V&V is the scope of WP4 and it takes place 

beyond the pre-piloting stage of the project.  

It is to be reminded that the full Smart5Grid platform development and integration with the 5G infrastructure 

and with the energy infrastructure is the scope of another deliverable (D3.2: òFinal report for the development 

of the 5G network facilityó), which details the work carried during Task 3.1 (òSmart5Grid network access/core 

platform building and orchestrationó) and Task 3.3 (òPlatform integration and interfacing between 5G and 

energy infrastructureó). The Deliverable D3.2 was submitted concurrently with this deliverable, D3.4. Thus, 

the scope of this document is fully dedicated to reporting on the activities and testing results obtained during 

Task 3.4. (Pre-piloting via HIL demonstration).  
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The pre-piloting testing, detailed in this deliverable, refers to the functional tests of early versions of the 

use-case specific Network Applications, and where relevant, to the analysis of their possible impact on the 

power grid operation.  

In summary, the scope of this deliverable aims to: 

¶ Elaborate on the pre-piloting testing facilities tailored to the needs of each of the four 

demonstrators aiming to ensure the realistic testing conditions with the actual operation 

environment of the four pilots. 

¶ Define a common testing methodology for the two types of pre-piloting testing procedures 

(energy focused and 5G connectivity focused). 

¶ Develop, where relevant, digital-twin models of the larger grid components (portions of the grid, 

or control-in-the loop models) and new control applications which enhance the scope of UC3, and 

to some extent of UC4, and which could not be otherwise tested in the actual operation 

environment of the pilot, due to the possibly invasive nature of this type of tests. 

¶ Elaborate on the connectivity and functional requirements tests (5G technology focused) for 

Network Applications which provide monitoring services to the energy stakeholders, but do not 

have a direct impact on the dynamic behaviour of the power grid (UC1 and UC2). 

¶ Summarize the results of functional and integration tests carried out by each of the use-cases on 

the early versions of the Network Applications as intermediate milestones before they are further 

tested and evaluated in the automatic V&V framework of the Smart5Grid platform, and before 

they are deployed in the production testing environments of the pilots. 

It has to be noted that the pre-piloting testing is complementary to the testing and validation of the 

Network Applications within the V&V Framework of the Smart5Grid Open Experimentation Platform, which 

will be detailed in several deliverables of WP4 (D4.1 ð òDevelopment and deployment of Network 

Applications for the energy vertical sectoró, due M27, and D4.2 ð òVerification and validation framework 

based on DevOps practicesó, due M30). However, high-level elaboration on the expected energy services 

to be provided by each of the use-case specific Network Applications, type of input data used in the 

development stage for the early versions of the Network Applications which are tested using the pre-

piloting testing facilities, among others, are summarized within this deliverable.  

1.2.  Relationship with other Tasks and Deliverables 
This deliverable builds on the previous work performed during WP2 related to the elaboration of use-

cases and system requirements (D2.1) [1], and to the definition and specifications for the Network 

Application concept in the Smart5Grid project, aligned with the overall architectural design and technical 

specifications for the Smart5Grid Open 5G experimentation platform (D2.2) [2].  

Specifically, the first technical report, òD2.1: Use cases, system requirements and planned demonstrationsó 

[1] provided an initial description of the design of the use-cases, and of their functional and non-functional 

requirements, as well as the identification of the fundamental limitations addressed, envisaged innovations 

and key system requirements. This deliverable also provided relevant information needed for the selection 

of the type of pre-piloting architecture relevant for each of the four use-cases. This deliverable also gave 

the first definition of the functional requirements of the use-case specific Network Applications.  

The second technical report that provides input for the current deliverable is òD2.2: Overall Architecture 

Design, Technical Specifications and Technology Enablersó [2], which, as its name suggests, provided the 
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technical specifications of each of the main components of the Smart5Grid platform, the specification of 

the Network Application concept used in the Smart5Grid project, as well as the technological choices for 

both the platform development and for the Network Applications. This deliverable enhanced the level of 

detail on the functional and non-functional requirements for the use-cases specific Network Applications, 

which indicate the type of tests to be performed during the pre-piloting tests for the early versions of those 

Network Applications. 

As previously mentioned, the current document complements two other deliverables of the WP3, namely 

D3.1 (Interim report for the development of the 5G network facility) and D3.2 (Final report for the 

development of the 5G network facility), respectively. The latter is providing the details on the finalized 

process of development and integration of the relevant components of the Smart5Grid platform. The same 

deliverable is also summarizing the process of integration and interfacing between the Smart5Grid 

platform, the 5G infrastructure and the energy infrastructure, all tailored to the needs of each of the four 

use-cases.  

The current document provides an insight for further testing and fine tuning of the use-case specific 

Network Applications, which is the scope of two future deliverables of WP4, (D4.1 ð òDevelopment and 

deployment of Network Applications for the energy vertical sectoró and D4.2 ð òVerification and validation 

framework based on DevOps practicesó, respectively). 

 

1.2.1. Notations, abbreviations and acronyms 
Table 1: Acronyms list 

Item Description 

4G 4th Generation wireless communication 

5G 5th Generation wireless communication 

AC Alternating Current 

AGFDS Automatic Grid Fault Detection System 

API Application Programming Interface 

APN Access Point Name 

BBU BaseBand Unit 

BSS Battery Storage System 

CB Cross-border 

CO Control Operator 

CT Current Transformer for measurement purposes  

CPE Customer Premises Equipment 

CPU Central Processing Unit 

DC Direct Current 

DER Distributed Energy Resources 

DRES Distributed Renewable Energy Sources 

DoW Document of Work (Grant Agreement) 

DSO Distribution System Operator 

EE Entra Energy ð Bulgaria 

EN Edge Node 
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Item Description 

ESO Elektroenergien Sistemen Operator ð Bulgaria 

FACTS Flexible Alternating Current Transmission Systems 

FFR Fast Frequency Response 

GA Grant Agreement 

GPS Global Positioning System 

HV High Voltage 

HVDC High Voltage Direct Current 

HW Hardware  

HuT Hardware-under-Test 

I2Cat Internet i Innovacio Digital a Catalunya ð Research Center ð Spain 

ICMP Internet Communication Message Protocol 

IEC International Electrotechnical Commission 

IEEE Institute of Electrical and Electronics Engineers 

I/O Input/Output 

IP Internet Protocol 

IPTO Independent Power Transmission Operator ð Greece 

KPI Key Performance Indicator 

LV Low Voltage 

LTE 4G Long Term Evolution 

MEC Multi-access Edge Computing  

MQTT Message Queuing Telemetry Transport Protocol 

MPTCP Multi-Path Transmission Control Protocol 

MV Medium Voltage 

MW Mega Watt 

NAC Network Application Controller 

NAC_FE Network Application Controller Frontend interface 

NBC NearBy Computing ð Spain 

NSA Non-Standalone (5G architecture) 

OSI Open System Interconnection 

OSR Open Service Repository 

PC Personal Computer 

PDC Phasor Data Concentrator 

PMU Phasor Measurement Unit 

PTP Precision Time Protocol 

PV Photovoltaic plant 

QoS Quality of Service 

RAN Radio Access Network 

RES Renewable Energy Sources 

REST-API Representational State Transfer 

RGDM Enelõs standardized MV protection system 

RMS Root Mean Square values 

ROCOF Rate Of Change Of Frequency 

RR Ramping Rate 

RRL Ramping Rate Limit 
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Item Description 

RRU Remote Radio Unit 

RRV Ramping Rate Violation 

RTLS Real-Time Location System 

RTPM Real-Time Energy Production Monitoring 

RTS Real-Time Simulator 

RTT Round-Trip Time 

RTU Remote Terminal Unit 

SCADA Supervisory Control and Data Acquisition System 

SIM Subscriber Identity Module 

SOM System On Module 

S/P-gateway Serving gateway/Packet gateway 

SSH Secure Shell 

SUT System Under Test 

SW Software 

TDOA Time Difference Of Arrival 

TLC TeLeCommunication Team of ENEL 

TCP Transmission Control Protocol 

TSO Transmission System Operator 

UCY University of Cyprus ð KIOS CoE Research Centre - Cyprus 

UWB Ultra-WideBand 

UC Use-Case 

UE User Equipment 

UI User Interface 

URLLC Ultra Reliable Low Latency Communications 

vPDC virtual Phasor Data Concentrator 

VPN Virtual Private Network 

VT Measurement transformers for voltage  

WAC Wide Area Control 

WAM Wide Area Monitoring 

WP Work Package 
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2. RT-HIL technology for power systems 
 

2.1. State of the art in research and industry practice 
 

2.1.1. RT-HIL technology 

The use of Real-Time Hardware-In-the-loop, often called HIL-technology or sometimes power-HIL has 

become increasingly popular in recent years for testing and validation of novel power system applications. 

In simple words, HIL is a technology that allows engineers to simulate the behaviour of a system (hardware-

based systems) in a real-time virtual environment, allowing engineers to test and debug the system without 

the need for the full physical hardware of the real system (e.g., the entire European transmission power 

grid). 

Real-time (RT) simulation is recognized as a highly reliable and accurate method, which makes use of the 

most recent advancements in parallel computing to solve complex differential equations which 

characterize the dynamics of large and complex systems, such as power grids. The difference between 

offline type of simulation platforms (non real-time digital simulations) and the digital RT simulators is that 

for the latter, the time it takes to solve the system equations and deliver back the output results is exactly 

the same with real-world system clock (the system that it simulates) [4]. Back in the 90õs, and the first 

decade of the current millennium, the RT simulations for power systems applications were mainly 

orientated towards tests for protection systems for transmission grids using transient analysis models [5], 

for static VAR compensators (SVC) and Flexible alternating current transmission systems (FACTS) [6], or 

controllers for HV direct current (HVDC) [7].    

More recently, RT simulation is increasingly used for broad range of applications within distribution grids, 

active distribution grids, and microgrids which incorporate DER and RES via power electronics converters 

[8], [9].   

A natural evolution from the RT simulations to power hardware-in-the-loop (HIL) techniques took place 

when more and more interest was shown on impact studies on grid integration of DER and RES among 

research and academia and among power systems operators, energy regulators and promoters of RES, 

alike, due to the society drive on greener and more sustainable economy [10], [11].   

In summary, sometimes the concept of RT simulation may refer to both: 

1) fully digital real-time simulation environment which may include one or more of the following: 

model-in-the-loop, software-in-the-loop, or process in-the-loop. It is understood that for a fully 

digital RT simulation, all the components of the entire system, is modeled inside the simulator 

without involving external interfacing or inputs/outputs (I/Os).  

2) RT-HIL simulation environment refers to the simulation environment where some parts of the fully 

digital real-time simulation are replaced with the actual physical components (e.g., an actual 

protection relay, or an actual power electronics inverter). Thus, the RT-HIL simulation process 

integrates the power component under test. The latter also is called in the literature the hardware-

under-test (HuT). The HuT is connected to the RT-HIL environment through I/O interfaces, such 

as electronic filters, digital-to-analogue or analogue-to-digital converters and signal conditioners. 
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In this way, the user of the RT-HIL testing environment can execute user-defined real-time control 

inputs to either the power equipment under test (HuT) or to the larger system modelled in the RT 

simulator, in order to analyse the control response.  

In conclusion, HIL techniques enhanced the previous RT simulation methodology by integrating real-

hardware systems (e.g., power equipment) and software models in a closed-loop RT simulation 

environment [12]. The RT-HIL configuration is especially useful when one needs to execute the control 

software within the same time step as the real system and to apply the control actions on the real hardware. 

Furthermore, the operator of this testing environment has also visibility on the measurements and the 

parameters of the system. This kind of environment combines the flexibility of simulation with the use of 

real power devices. Such an opportunity for testing equipment or control strategies in realistic operating 

conditions is a powerful evaluation tool that a designer can use to rapidly advance from the initial design 

phase to the prototype.  

 

2.1.2. RT-HIL technology for power systems applications  

The use of real-time hardware in the loop (HIL) for power system applications has become increasingly 

popular in recent years. HIL is a technology that allows engineers to simulate and validate systems before 

they are deployed into the real world, resulting in improved performance and reliability. This technology 

can be used for developing controllers, distributed energy resources (DERs), as well as testing control 

algorithms. 

One of the most common applications of HIL for power system applications is in the development of 

power system controllers for power electronic inverters which interconnect DER, including RES within the 

power grid [12] - [16]. By using RT-HIL, engineers can simulate the behaviour of a power system controller 

in a virtual environment, allowing them to test and debug the controller before it is deployed in the real 

world. This allows engineers to develop controllers that are more reliable and efficient, resulting in 

improved performance and reliability of the power system. 

Another application of RT-HIL for power system applications is in the development of distributed energy 

resources (DERs). DERs are small-scale, decentralized sources of electricity that can be used to supplement 

or replace traditional grid-based power generation. By using HIL, engineers can simulate the dynamic 

behaviour of a DER and its interactions with other components in the power system, allowing them to 

develop more efficient and reliable systems [9], [10], [16].  

Finally, HIL can also be used for testing and validating control algorithms for power system applications. 

Control algorithms are used to regulate how a system behaves in response to external inputs or changes 

in internal conditions. By using HIL, engineers can simulate the behaviour of a control algorithm without 

having to deploy it on physical hardware. This allows them to test and debug their algorithms before they 

are deployed in the real world, resulting in improved performance and reliability of the control algorithm. 

 

2.2. RT-HIL Testbed, components, and their role 

(Smart5Grid example) 
This section is a brief recap and summary from D2.1 [1] and D2.2 [2], about the Power Systems Testbed of 

the KIOS Research and Innovation Centre of Excellence (KIOS CoE) of the University of Cyprus (UCY), which 
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was used for the pre-piloting testing using HIL technology in the Smart5Grid Project.  It is to be noted that 

this type of advanced and flexible testing environment of UCY shares several similarities in terms of major 

block components with other specialized facilities owned by other power research groups in both 

academia [11], [14], [17] and power systems industry [17].   

The general architecture of the RT-HIL testing facility of UCY is shown in Figure 1. What is common for 

such type of architectures is the flexibility they offer by design, such that multiple customized re-

configurations could be made in order to investigate the specific testing scenarios defined for the system 

to be tested, in our case by the Smart5Grid UCs.  

 

Figure 1: General architecture of a power system testbed 

This RT-HIL testing environment is composed of three main architectural blocks, out of which only part 

might be used, depending on the UC and the specific operation scenario to be tested and validated. These 

three components are: 

1. Digital twin implementation of a power system: The role of this block is to develop and implement 

accurate power system models in the real-time simulator making use of field measurements and 

parameters of the actual power grid or section of the power grid that it mirrors.   

2. Control-Hardware In the Loop (Control-HIL): The role of this block is to offer a development framework 

where detailed models of the power system (or small-scale prototype plant) under test is included in 

the loop with the developed controller.  

3. Power-Hardware In the Loop (Power-HIL): The role of this architectural block is to offer a framework 

to investigate the interaction between the digital twin of a power system and the physical plants (i.e., 

prototype or commercial inverters of PV or of a wind turbine, and/or of a Battery Storage System (BSS), 

industrial equipment used in power grids such as protection relays, smart meters, phasor measurement 

units (PMUs), etc.). 

 

2.2.1. Control-HIL  
As it was briefly discussed in the previous section, a Control-HIL block of the RT-HIL framework refers to 

the component where the new/innovative developed controllers are included in the loop with the digital-

twin power system implemented in the real-time simulator.  
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To consider the complexity of the power system in real time, either a small-scale prototype plant or the 

digital twin of the actual power plant can be used. Thus, the controller is able to receive measurements 

and send control set-points to the power grid under test (digital twin), emulating realistic conditions for 

the demonstration. In actual systems and in control-HIL framework, the real-time responsiveness of the 

controller is crucial for the stability of the whole system besides any communication or processing delays. 

2.2.2. Digital twin of a power system 
A digital twin of a power system refers to a realistic digital replica of an actual power system which captures 

the actual dynamic behaviour of the real system. A dedicated Real-Time Simulator (RTS) is required for the 

development of a digital twin of a power system. For our specific case, a computational powerful RTS 

(OPAL-RT OP5700 [18]) is used to allow the execution of high-accuracy simulations in real time. It is to be 

noted that it is a common practice to use actual field measurements (collected from actual power plants, 

either online or through measurement campaigns) in order to accurately replicate the operation of 

selected power systems as digital twins. Furthermore, the use of a digital twin of an actual power system 

allows advanced investigations on the impact of new controllers, and/or new hardware and/or software 

components to be integrated in actual power grids by observing in real time the dynamic operation of a 

smart grid without risking the integrity of the actual critical infrastructure. 

2.2.3. Power interface 
The role of the power interface to be used in the RT-HIL framework is to enable the interconnection 

between the RT simulators and the actual power hardware (HuT). Thus, in our case a power amplifier is 

used as power interface for the investigation of the interaction between the power grid under test (digital 

twin) and a market available or a prototype plant (HuT) to be integrated in the smart grid according to the 

needs of each of the UCs. Specifically, the power amplifier replicates, in every solution step of the digital 

twin (e.g., every 50 Ȋs), the voltage conditions of the selected bus, and this voltage supplies the power 

equipment. The operation of the power equipment (power exchange with the amplifier) is considered by 

the digital twin to accurately emulate the interaction between the two. 

2.2.4. Power-HIL 
The Power-HIL block of the RT-HIL framework investigates the interaction between the power grid under 

test (digital twin) and a physical power equipment in the loop (HuT). This allows the testing of how a 

prototype, or a commercial equipment will operate when connected to a specific location within an actual 

power system. Therefore, the dynamics of the power systems are replicated in a realistic way to investigate 

the operation of physical equipment under a relevant environment. Examples of physical power equipment 

are Photovoltaic (PV) plants, Battery Storage System (BSS), the electrical installation of a building, Wind-

Turbines, among many others. It is important to highlight that the power-HIL component of this testing 

framework is crucial to validate and demonstrate how new power equipment will properly operate when 

connected to an actual power plant.   
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3. Architecture for the pre-piloting 
From the description of the use-cases provided in D2.1, it emerged that two types of pre-piloting 

architectures could be defined in Smart5Grid based on their major scope: 

1) Pre-piloting architecture to validate the functional requirements of the energy service(s) to be 

provided by the Network Applications that have an impact on the actual operation of the grid (UC3: 

Millisecond level precise monitoring and control of distributed renewable energy sources, and UC4: 

Wide area monitoring of cross-border power flow and wide area-protection); and 

2) Pre-piloting testbed to validate functional requirements of early versions of Network Applications 

from the monitoring point of view of 5G connectivity (UC1:  Automatic power distribution grid fault 

detection, and UC2: Remote inspection of automatically delimited working areas at distribution level)  

It is to be noted that the control application related to the Bulgarian demo (UC3: Millisecond level precise 

monitoring and control of distributed renewable energy sources) refers to extensions of the initial scope of 

the pilot, as it was defined in the Document of Work (DoW). The scope is to close the control-loop of the 

applications defined in the DoW (extension from passive monitoring of RES power production) and provide 

an advanced proof-of-concept for active control and management of the distributed power RES units for 

providing real-time ancillary services to the relevant grid operators, such as the Distribution System 

Operator (DSO) or the Transmission System Operator (TSO). It is to be noted that these extensions are 

tested and validated only in the pre-piloting testing environment and not in the actual pilots. This is 

because the testing scenarios might be invasive to the normal operation of the grid (e.g., creating a fault 

in the grid to test the wide area protection scheme, for the pilot of UC4) or because the current regulations 

in Bulgaria do not yet allow the RES units (even in hybrid setups with energy storage units) to provide such 

type of ancillary services to the grid (for the pilot of UC3).    

 

3.1.  Architecture 1- focusing on energy operation  
This first pre-piloting architecture refers to an RT-HIL framework which allows to realistically investigate the 

possible impact of energy related services (integrated in early versions of the use-case specific Network 

Applications) which might send actuation signals to power devices which could change the dynamic 

operation of the grid. It is important to highlight once again that this architecture is used for the pre-

piloting testbeds for the Bulgarian Demo (UC3: Millisecond level precise distributed renewable generation 

monitoring and control) and for the cross-border Greek-Bulgarian Demo (UC4: Real-time Wide Area 

Monitoring), only.  

The proposed general pre-piloting architecture using RT-HIL technology is presented in Figure 2. The 

major blocks of this RT-HIL testbed are: the Control-HIL component, the component that implements the 

digital twin of the actual power system (or the plant under test, such as a wind farm for example), the 

Power-HIL component, and the power interface consisting of a power amplifier. They were already detailed 

in the previous section of this report (section2).  
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Figure 2: Generic pre-piloting architecture focusing on energy operation (UC3 & UC4) 

This specific pre-piloting architecture also integrates in the RT-HIL framework another block related to the 

5G communication infrastructure, in our case a Hardware Network emulator. This block provides the 

needed macroscopic dynamic behaviour of actual 5G infrastructure via the settings of relevant network 

parameters such as latency or loss of packets, among others.  

 

3.2. Architecture 2 - focusing on 5G connectivity  
The second type of pre-piloting architecture refers to 5G connectivity testing framework which allows to 

realistically investigate functional requirements of use-case specific Network Applications which provide 

services to the energy stakeholder, but do not have a direct impact on the dynamic behaviour of the power 

grid. Within this category lies the pre-piloting testing for early versions of the Network Applications for the 

Italian Demo (UC1: Automatic power distribution grid fault detection), and for the Spanish Demo (UC2: 

Remote inspection of automatically delimited working areas at distribution level).  

The second architecture of the pre-piloting testbeds for the Smart5Grid is presented in Figure 3. This 

architecture is composed of three major components: (1) a component which is responsible to host and 

run the early versions of the Network Application (which is denoted here as Smart5Grid platform), (2) a 

component which is related to the 5G infrastructure involved in the respective use-case testing, which 

integrates actual 5G equipment which is most relevant for the data transfer between the Network 

Application and the field devices from the grid infrastructure; and (3) the component which incorporates 

all the relevant field devices from the energy infrastructure which constitutes source and/or receiver of 

data to/from the use-case specific Network Application. It is to be understood that all the necessary 

interfaces that make these three components work with each other are to be detailed when the 

implementation of this architecture is tailored to the particularities of the use-case.    

It is worth mentioning that these two architectures share common blocks which relate to the integration 

of early versions of the Network Applications in the loop with emulated (architecture 1) or with actual 5G 

network infrastructure (relevant components only for the architecture 2), and the use of actual field devices 

which constitutes the source of data for the Network Applications (from the energy infrastructure of the 

relevant pilots).  
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Figure 3: Generic pre-piloting architecture focusing on 5G connectivity (UC1 & UC2) 
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4. Methodology for pre-piloting testing 
The methodology for testing and validation of the functional requirements of the pilots in the pre-piloting 

setups is composed of four phases. The first phase relates to the choice of hardware and software to be 

used in each of the pre-piloting setups, along with the assumptions considered to create the realistic 

operation conditions of the actual pilots. The second phase describes the Network Application integration 

process with the pre-piloting setup. The third phase defines the testing scenarios along with the relevant 

KPIs that those scenarios intend to validate. The last phase of the pre-piloting methodology refers to the 

actual tests where all scenarios are run and where the results obtained are summarized and discussed. 

Further details of each of these phases are provided below. 

4.1.  Phase 1: Create realistic conditions to replicate the UC 

operational environment: 
 

This first phase of pre-piloting testing methodology refers to the details, assumptions and pre-requisites 

that were taken into account when the pre-piloting testbed was created, in order to ensure that it mimics 

as realistically as possible the real operation environment of the actual pilot. 

In the case of the use of the RT-HIL type architecture for pre-piloting testing, most of this section covers 

the development of the digital-twin models of the actual system which in essence are advanced dynamical 

models of the actual systems implemented using modelling simulators (e.g., Simulink Matlab), and 

translated into simulation models readable by the digital RT simulator (e.g., OPAL -RT). 

In the case of the 5G connectivity type of pre-piloting architecture, the realistic operation conditions are 

mainly related to the creation of similar operational environment of the 5G infrastructure component of 

the pre-piloting testbed with the behaviour of the same component or group of components operating 

in the actual pilot.    

4.2. Phase 2: Network Application integration 
This phase details the process of integration of the Network Applications (the early versions available for 

testing at the pre-piloting stage) with the pre-piloting testing infrastructure (testbeds), and where available 

with the corresponding Network Application Controller (NAC) for each of the four use-cases. It is to be 

noted that based on the proposed timeline of implementation of the Smart5Grid Project, the development 

and integration of the open Smart5Grid experimentation platform took place in parallel with the activities 

related to the pre-piloting (Task 3.2 and Task 3.3 of the Work Package 3). Furthermore, a key component 

of the platform, in charge with the Verification and Validation (V&V Framework) of the Network 

Applications, is still under development (Task 4.2). In summary, it is to be noted that the differences on the 

level of integration of the Network Applications with the pre-piloting testbed is highly dependent on the 

level of deployment of 5G infrastructure and platform integration into the actual pilot.  

To overcome this challenge the Network Application integration phase focus on all the steps and tests 

performed in order to encapsulate the energy services (components of each use-case specific Network 

Application) into the form of Network Application, as it was defined by the Smart5Grid project, Deliverable 

D2.2 [2].  
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The canonical Smart5Grid way is to onboard the Network Application into the Open Service Repository 

(OSR) and trigger the Validation and Verification (V&V) framework. During the verification, the V&V 

framework will use the Network Application Controller Frontend (NAC_FE) interface (see Table 2-6 in D3.1 

[3]) to onboard and test the Network Application deployment. For the OSR instance the endpoints are 

hosted at https://osr-dev.s5g.gos.y-cloud.eu/. However, because the development of the OSR took place 

in parallel with the pre-piloting testing, this path of Network Application onboarding could not be followed. 

In UC1, UC3 and UC4 where the NAC is NearbyONE (a commercial product of Smart5Grid partner NearBy 

Computing (NBC)), it is also possible to onboard the Network Applications by manually using the NAC_FE 

interface of NearbyONE [3], by invoking a Representational State Transfer Application Programming 

Interface (REST-API), which is hosted at 

https://smart5grid.nearbycomputing.com/adapters/smart5grid/Network Applications/. Once a Network 

Application is onboarded, it can either be deployed always with the NAC_FE or via the web User Interface 

(UI) of NearbyONE. In the second case, users also have the possibility to change part of the Network 

Application Descriptor to quickly iterate and do many tests. In this second case, we might still use the OSRõs 

registry to pull artifacts from, or when not possible ð for instance where Internet connectivity is not yet 

available ð we can use local instance of the OSRõs registry so to replicate as much as possible the 

production environment. 

4.3. Phase 3:  Defining the testing scenarios 
This phase deals with the details of the pre-piloting tests, by defining specific testing scenarios and their 

related testing methodology, as well as the corresponding KPIs they are targeting by each of these testing 

scenarios. Sample tables for collecting this type of information in a unified manner were elaborated in 

collaboration with the involved partners in the task. They are provided below, including explanation on the 

expected type of input.   

Table 2: Sample table for collecting the list of use-case specific pre-piloting testing scenarios 

Scenario ID Scenario Title Testcase type Description 

PP ð UC# ð S1 

Provide a 

short title for 

the scenario 

Indicate the type of testcase the 

scenario refers to (connectivity, 

communication or Network 

Application functionality) 

Detail the possible 

methodology to be used in 

performing the testing 

scenario 

PP ð UC# ð S2    

ê..    

 

This table collects the full list of testing scenarios for each of the four UCs in the pre-piloting testing phase. 

The first column allocates a specific ID for the testing scenario for later reference in joint tables within this 

document, as well as for easy identification in future testing reports and deliverables (e.g., those related to 

use-cases validation and verification under V&V framework testing or those related to the final pilot tests). 

The second column indicates a brief title for the scenario, while the last column offers more information 

about the scenario (where not fully covered by the title). The third column indicates the type of testing (if 

it relates to connectivity tests, components integration tests within the pre-piloting testbed or Network 

Application functional tests). 

https://osr-dev.s5g.gos.y-cloud.eu/
https://smart5grid.nearbycomputing.com/adapters/smart5grid/netapps/
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Table 3: Sample table for the definition of the functional requirements and the targeted KPIs for each of 

the testing scenarios  

Scenario ID Functional requirements  Targeted KPIs  

PP - UC#- S1 

Explain what type of functional 

requirement is investigated by 

this testing scenario 

Provide specific, measurable KPIs for this 

testing scenario which could indicate if the test 

was successful or not. 

êê.   

This table provides information related to the aims of the testing scenario in terms of verification of a 

specific functional requirement associated with one or more targeted, measurable Key Performance 

Indicators (KPIs).  

Table 4: Sample table for collecting additional information about the type of functional requirements to 

be investigated by each testing scenario 

Functional requirement 

Name 
Brief description of each functional requirement 

Short name for the 

functional requirement 

investigated 

Elaborate on how this functional requirement needs to be tested, what 

methodology can be used to test it and why.  

ê..  

This table is intended to collect further information on the methodology to be used for testing the specific 

functional requirement indicated for each specific testing scenario.  

4.4. Phase 4: Validation and evaluation 
The last stage of the proposed pre-piloting testing methodology refers to the validation and evaluation of 

the testing results. Again, we have organized the collection of the testing results following the same 

uniform approach as described in Phase 3. Thus, an integrated sample table was used in this scope, as it 

is shown in Table 5. The information reflects the scenario ID, the type of test, a comparison between the 

targeted KPIs and those obtained after tests. The last column intends to collect further comments, 

especially of the tests that did not pass as expected or when a large difference between the targeted and 

obtained KPI after the test was observed. 

Table 5: Summary of testing results for the pre-piloting phase of UC # 

Scenario ID Type of test  Targeted KPIs  Real KPIs in 

tests 

Comments 

PP ð UC# ð S1 Connectivity test KPI1, KPI2, ê 

 Test passed 

successfully. If not, 

please explain why. 

êê.     

 

Besides the testing results, this section also provides the actual proof of the testing results, such as 

screenshots, log snippets, etc. A brief analysis of the obtained results concludes this section. 
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5. Pre-piloting for the use-cases that use RT-HIL testing 

architecture 

5.1. UC3: Millisecond Level Precise Distribution Generation 

Control 

5.1.1. Phase 1: Pre-piloting testbed description and realistic conditions to replicate 

the UC operational environment 

5.1.1.1. Introduction 

The scope of the pre-pilot setup for the Bulgarian demo (UC3: Millisecond level precise distributed 

renewable generation monitoring and control) focuses on òvertical-service pre-piloting testingó, where digital 

twin and Hardware In the Loop (HIL) setups are used to validate the related Network Application and to 

further investigate the impact of two new potential control applications in the operation of the energy 

domain. 

Particularly, the power infrastructure is considered in this framework in a non-invasive manner through a 

digital replica (digital twin) running in a real-time simulator and by incorporating actual power device 

connected in Power-HIL configuration, the 5G communication is introduced through a hardware network 

emulator, and the Network Application and two related additional applications are able to be tested under 

realistic and relevant conditions. The testing approach validates the correct operation of the monitoring 

Network Application. In addition, through this HIL testing procedure, the impact on the overall power 

system operation can be investigated when a new control application [21] for coordinating the operation 

of flexible DERs during disturbances is incorporated, and when different communication infrastructures are 

used to integrate this application in the smart grid framework. Moreover, another control application able 

to provide ramping rate control functionalities between a wind farm and a battery storage system located 

far away is investigated by utilising the real-time monitoring Network Application to facilitate the data 

exchange. In this case, the objective is to ensure strict ramping rate limitation by the combined DERs, 

considering MW/sec rates, compared to the MW/min rates that are currently considered.  

5.1.1.2. Description of the pre-piloting testbed  

The pre-pilot architecture for UC3 tries to create a realistic framework with real-time conditions related to 

the specific UC in order to test and validate the developed Network Application that facilitates the precise 

monitoring of Distributed Energy Resources (DERs).  In addition, the same pre-piloting framework is used 

to examine some additional control functionalities (beyond the initial purpose of the project) to 

demonstrate how the advanced features of 5G technology can beneficially affect the operation of the 

power system when closing the loop in control applications. It is noted that the two additional control 

applications are only demonstrated in the pre-piloting stage, since several technical and regulatory 

restrictions are preventing the large-scale deployment of such control schemes in real life applications. 

Hence, the pre-piloting phase of UC3 aims to: 

¶ Test and validate the deployment, operation and accuracy of UC3 Network Application for 

monitoring the DERs. 

¶ Investigate the impact of two new control applications enabled by 5G technology on the operation 

of a smart grid.  
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The UC3 of the Smart5Grid project is related to the monitoring (and control) of distributed energy 

resources. Therefore, a digital twin has been developed to emulate in real-time the operation of a power 

system with high penetration of DERs. The digital twin of the power system and the DERs is connected in 

a Power Hardware In the Loop (Power-HIL) configuration with actual measuring/actuator devices (or virtual 

meters/actuators that are emulated within the digital twin) in order to enable the interaction with the 

Network Application or other control applications. Therefore, the digital twin, with actual or virtual 

meters/actuators, is connected in a Control Hardware In the Loop (Control-HIL) framework with the UC3 

Network Application (or the additional control applications) through a network emulator. In this context, 

the network emulator can be configured with different settings to emulate the performance of a 5G, 4G, 

or 3G communication infrastructure, allowing an interesting investigation where the Network Application 

performance or the impact on the power system operation can be evaluated under different 

communication infrastructures. An overall diagram of the pre-piloting testbed for the UC3 is demonstrated 

in Figure 4, while detailed description about each key component of the pre-piloting configuration is 

analysed in the Table 6 below. 

 

Figure 4: Pre-piloting testbed architecture for the UC3. 

Table 6: List of components and their description for the pre-piloting testbed of UC3. 

Component 

Name 
Component Description 

UC3-C-ID-1: 

Real Time 

Simulator (RTS) 

 

The real-time simulator is a key component of the pre-piloting infrastructure since it 

enables the development of a digital twin of a power system with intense penetration 

of DERs. The digital twin of the power system is developed as a dynamic, discrete-

time MATLAB/Simulink model that runs in a dedicated real-time simulator (OPAL-RT 

5707) to enable hard real-time constraints. In this model, the DERs are simulated 

using full analytical models for renewable sources or energy storage systems, 

including a grid tied intelligent inverter, where field data from an actual wind farm 

(e.g., wind speed, wind direction, temperature, power generation, etc.) have been 

processed to create realistic inputs to the DER model. 

The operating conditions of the power system or of the DERs are sensed through 

virtual or actual metering devices (e.g., smart meters, Phasor Measurement Units 

(PMUs), etc.). On the other hand, controllable actions can be taken within the energy 

infrastructure through virtual or actual power equipment/actuators (e.g., smart 

inverters, battery storage system, etc.). In case of virtual metering/actuator devices, 

these are simulated within the digital twin model that runs in the real-time simulator. 

The virtual devices exchange information with the Network Application or other 

related applications using digital communication protocols (e.g., Modbus TCP, IEC 

61850, IEEE C37.118) over the local area network and the network emulator. In case 

Actual  Power Equipment

Digital Twin of a Power System

Real-Time Simulator

(OPAL-RT OP5707)

A digital twin of a smart grid 

(consists of a wind farm, a 

battery storage system and a 

transmission-distribution grid) 

Power-HIL

  Phasor Measurement 

  Units (PMUs)
5G 5G

Virtual  Power Equipment

Virtual PMU 

implemented within OPAL
5G 5G

P
o

w
e
r 

A
m

p
li
fi

e
rActual  Power Equipment

Power-HIL

 Battery 

 Storage 

 System 

Virtual  Power Equipment

Virtual Battery Storage System 

implemented within OPAL
5G

5G

P
o

w
e
r 

A
m

p
li
fi

e
r

IEEE C37.118

IEEE C37.118

Modbus TCP

Measurements from wind farm

Smart meter ï wind system 

5G 5G

Modbus or MQTT
Hardware Network 

Emulator

(NE-ONE Model 10)

5G

Control-HIL

Smart5Grid Platform

Hardware Controller

5G
ȹP compensation for FRR 

support (UC3+)

IEEE C37.118

5G5G

Modbus or MQTT

Monitoring of wind farm 

operating conditions (UC3)

NetApp

Emulating the 

performance of a 

communication 

infrastructure (e.g., 5G, 

4G, 3G, etc.)

Communication 

Infrastructure 

Actual  Power Equipment

Digital Twin of a Power System

Real-Time Simulator

(OPAL-RT OP5707)

A digital twin of a smart grid 

(consists of a wind farm, a 

battery storage system and a 

transmission-distribution grid) 

Power-HIL

  Phasor Measurement 

  Units (PMUs)
5G 5G

Virtual  Power Equipment

Virtual PMU 

implemented within OPAL
5G 5G

P
o

w
e
r 

A
m

p
li
fi

e
rActual  Power Equipment

Power-HIL

 Battery 

 Storage 

 System 

Virtual  Power Equipment

Virtual Battery Storage System 

implemented within OPAL
5G

5G

P
o

w
e
r 

A
m

p
li
fi

e
r

IEEE C37.118

IEEE C37.118

Modbus TCP

Measurements from wind farm

Smart meter ï wind system 

5G 5G

Modbus or MQTT
Hardware Network 

Emulator

(NE-ONE Model 10)

5G

Control-HIL

Smart5Grid Platform

5G

New control applications for 

FFR coordination and 

ramping rate compensation 

by DERs (UC3+) 

5G

IEEE C37.118

5G5G

Modbus or MQTT

Monitoring of wind farm 

operating conditions (UC3)

NetApp

Emulating the 

performance of a 

communication 

infrastructure (e.g., 5G, 

4G, 3G, etc.)

Communication 

Infrastructure 

Additional Controllers



D3.4 ð Smart5Grid Platform integration and HIL testing activities V1.0 

 

 G.A. 101016912 Page 37|140 

 

of actual devices, the integration can be achieved through a power amplifier that is 

able to drive the actual equipment according to the digital-twin operating conditions. 

In this way, the Power-HIL can be facilitated by exchanging analogue signals between 

the digital twin and the amplifier. Then, the actual equipment integrated in this 

configuration (e.g., PMUs, inverters, etc.) communicates with the Network 

Applications or other related applications. 

The real-time simulator is able to emulate the power system operation with a very 

precise manner with a solver resolution lower than 100 µs. Accurate, dynamic and 

discrete-time models are used to replicate the operation of the power system as a 

digital twin. 

The MATLAB/Simulink model to emulate the operation of a power system with 

intense DERs penetration is presented in Figure 5(a). This model is uploaded and 

executed in the real-time simulator presented in Figure 5(b) to enable the digital twin 

of the energy infrastructure.  

(a) 

 
 

(b)   

   
Figure 5: (a) Simulation model and (b) OPAL-RT 5707 real-time simulator that 

have been used to enable the development of the digital twin. 
 

UC3-C-ID-2: 

Power 

amplifier  

 

The power amplifier is a key component of the pre-piloting setup that enables the 

integration of actual power devices, such as meters (e.g., smart meters, PMUs, etc.) 

or actuators (e.g., inverters, photovoltaic or battery systems, protection relays, etc.), 

with the power systemõs digital twin. The power amplifier receives low voltage 
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analogue signals (e.g., ± 10V) from the real-time simulator regarding the voltage 

and/or current operation of a selected node/line of the power systemõs digital twin. 

Then, it precisely (error lower than 0.2%) amplifies the voltage and/or current into an 

actual system scale (e.g., 0-400V, 0-32A, etc.) with a transient response of 10us to 

allow the interconnection of actual power devices. The amplifier is able to exchange 

bidirectional active and reactive power in four quadrants to drive the operation of 

power devices by replicating conditions emulated within the real-time simulator. In 

addition, the amplifier measures the voltage conditions and the current exchanged 

with the power device in order to provide feedback to the real-time simulator (e.g., 

every 50 µs) in order to be considered for the next step of the emulation.  

In the particular pre-piloting facilities, two amplifiers have been used. Puissance Plus 

3x7000VA (21 kVA) 4Q linear amplifier, shown in Figure 6 (a), is mainly used to 

interconnect power actuators (e.g., battery or photovoltaic inverter) where mainly the 

voltage conditions are replicated and enables bidirectional power flow. A second 

amplifier, Omicron CMS 356, shown in Figure 6 (b), with 4x300V and 3 or 6 x 32A 

output channels, is mainly used for connecting metering devices (e.g., PMUs, 

protection relays) where both three-phase voltage and current condition should be 

independently driven, which is required when short-circuit faults need to be 

replicated.  

 
  
(a) (b) 

Figure 6: (a) Puissance plus 21kVA amplifier and (b) Omicron CMS 356 power 

amplifier. 

UC3-C-ID-3: 

Phasor 

Measurement 

Units (PMU) 

PMU is a metering device used in power substations to measure and estimate the 

magnitude and phase angle of an electrical phasor quantity (voltage and current) 

using a common time source for synchronization. This is achieved by Global 

Positioning System (GPS) Precision Time Protocol (PTP) which enables the collection 

of synchronized measurements for wide area monitoring and control purposes. 

These metering devices are used in power substations and are connected to the 

secondary side of measurement transformers for voltage (VT) or current (CT) to 

sample the voltage and current conditions of a selected location in the power system. 

In the case of a pre-piloting setup, the PMUs are connected to the high 

voltage/current side of the power amplifier in order to measure the voltage/current 

conditions of the digital twin that are replicated though the amplifier. The 

measurements are processed by the PMUs to calculate the voltage phasors every 10 

ms or 20 ms, where a GPS timestamp is included to enable the synchronization 

between measurements taken from different locations. Then, those measurements 
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are sent to a phasor data concentrator software using the IEEE C37.118 protocol, 

where the measurements are time aligned and stored to be used in wide area 

monitoring and control applications.  

In this pre-piloting setup, a Santinel-Arbiter Model 1133A PMU [22] and a Selinc SEL-

451 protection relay [23] and PMU are used as shown in Figure 7. In addition, it should 

be noted that in case multiple PMUs need to be considered in a case study, then 

virtual PMUs can also be modelled within the real-time simulator, where the 

measurements are processed, they are GPS synchronized by an external GPS antenna 

and a synchronization card, and then the measurements are reported to the data 

concentrator through IEEE C37.118, emulating this way the operation of a physical 

PMU.  

 
Figure 7: (top) Selenic SEL-451 PMU and protection relay and (bottom) Santinel-

Arbiter PMU 1133A. 

UC3-C-ID-4: 

Smart meter  

Smart meter is also a measuring device that is widely used to measure the electrical 

quantities related to the operation of a power device. Smart meters provide 

asynchronized measurements compared to the synchronized measurement by PMUs 

and can therefore provide voltage and current root mean square (RMS) values and 

the active and reactive power, but they cannot report the phase angle due to lack of 

synchronization. Such meters are widely used in power systems, considered as 

conventional measurement in power substations, smart meters in consumers 

buildings, or meters connected with the wind turbine or photovoltaic controller in 

case of DERs. A smart meter measures the voltage through a voltage transformer 

(VT) and the current through a current transformer (CT) to provide a sort of isolation 

between the power and the measuring circuit. In the case of a pre-piloting facility, 

the smart meter is driven through the power amplifier according to the operating 

conditions of the power systemõs digital twin. The smart meter processes the 

measurements and reports the voltage, current, active and reactive power, 

frequency, power factor and other power quality quantities through a Modbus TCP 

protocol every 200ms. These measurements can be read by third party devices or 

software if they are connected as a Modbus server-client application with the smart 

meter. 

In the pre-piloting setup, a Janitza UMG 604 [24] is used as shown in Figure 8. 

Furthermore, in case multiple smart meters are required in a case study, virtual smart 

meters can also be modelled within the real-time simulator, where the measurements 

are processed and reported through a Modbus TCP server to replicate the 

operational functionalities of an actual smart meter.  










































































































































































































