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Executivesummary

The Smart5Gridoroject proposes four comprehensive useases (demonstrators) as applicatiomghich
make use ofthe latest advancements and capabilities of th& &eneration (5G) wirelestechnology for

the energy vertical. The main scope of those demonstrators refers to development, deployment, and
testing of Network Applications in actual power gricdbperational environments.These usecase specific
Network Applicationsprovide tailored services to mergy stakeholders aimingat supporting essential
functions of the broad concept of smart grids by internalizing the abstraction of the 5G telecommunication
layer usedfor bidirectionaltransferof information betweenfield sensorsfrom the power grid (e.g, phasor
measurement unitssmart meters remote terminal units, cameras, ejand the energy serviceNetwork
Applicationg. Specifically, the Smart5Grid project proposed and developstwork Applicationsto
enhance some functionalities aligned to th@mart grid concept, such as:

() Monitoring of an advanced automatic power distribution grid fault detection system through a 5G
communication layer to ensure scalability and flexibility of deployment of this system in other parts
of the power grid (Italian demo);

(i) Remote inspection of automatically delimited working areas using 5G technology, advanced
cameras and artificial intelligenebased detection algorithms to improve safety of workers in high
voltage power distribution substations (Spati demo);

(i) Millisecondlevel precise monitoring and control of distributed renewable power generation to
enhance the potential of those units to provide in redime flexibility services to the power grid
(Bulgarian demo);

(iv) Reaktime wide area nonitoring of crossborder power flow which aims to enhance the accuracy
of reaktime observability of large power networks managed by more than otransmissiorsystem
operator (GreekBulgarian demo).

This deliverableD3.4 (Smart5Grid Platform Integratioand HIL testiny reports on the activities carried
out as part of Task 3.4Rre piloting viaHardware In-the-Loop (HIL)demonstratior) in terms of providing
advanced testing facilities (pr@iloting testbeds) that enable testing ahe keyfunctional requirements of
early versions othe use case$®specificNetwork Applicationsin a realistic and controlled environment
before they are eéployed in the actual pilots. Those functional requirements are tiadd: those related to
the impact they might have to the power grid operation (e.g., how the energy vertical service to be
provided by the Network Applicationmight affect the operation ofthe grid) and those related to the
Network Applicationconnectivity tests with the 5@Getwork.

This deliverableelaborateson the pre-piloting tess carried out foreach of the four usecase specific
Network Applications(early versions), as preparatorsteps before the final versions of thé&letwork
Applicationsget verified and validated within the Smart5Grid Platform using the automated Verification
and Validation (V&V)framework, and before they are onboarded and deployed in the production
environments related to the actual power grid demonstration pilot.is worth mentioning that all the
activities related to the development of the main components of the Smart5Grid Platform and the
integration of the platform with the 5G infrastructur@nd the energy infrastructure is detailed in two other
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deliverables of the WP3: D3.Inferimreport for the development of the 5G network fac)limd D3.2 Final
report for the development of the 5G network fac)lityespectivelySpecifically, this deverable is

91 Defining two different approaches for prgiloting testing consideringhe energy verticabnd the
5G connectivity asped.
1 Determining the methodology to be followed in the preiloting testing of each use case
considering four common phase related ta
o Describing the different setup/testbeds developed for each use case to facilitate the pre
piloting testing considering a detailed analysis for each componeantd interface,and their
role in the testbeds
o Integrating the corresponding Nework Application and other energy-focused control
applications in the prepiloting testbed of each demonstrator. Assumptienand
preconditions and differences between the prpiloting conditions andthe actual pilots
are analwed during thisintegration of the early versiosthe Network Applications
o Defining the corresponding scenarios that have been used to test, validatd avaluate
each use case during the pr@iloting investigation
0 Analysing and evaluating the prpiloting results to determine if the functional
requirements have been met and if the Netrk Applicationsare able to provide effective
servicedo the smartgrid.

Itisworth highlighting thata major effort withinTask3.4 (Pre piloting via HIL demonstratigiwas dedcated
to the development and testing of digitatwin models andpower controllers for two of the proposed
Smart5Grid demos Specificallythe Bulgarian demo and the GreeBulgarian demomake use of Real
Time (RJ-HIL technology for their prepiloting testbeds This approach has been considerad these two
usecases to investigate additionaksting scenariogelated to closedloop control goplications which
cannot bedirectlyperformed on the actual grid (e.g., distributedasourcedo provide in reattime ancillary
services to grid operators in the absence of tianal regulatory frameworkfor thistype of service, or wide
area protectionschemes, among othefs The other two usecases felated to the Italian and the Spanish
demos) imply applications which involve prgiloting testbeds focusing on the 5G connectivity onlyhus,
no HIL technologywas used in the prepiloting stagefor theselatter use cases As such, the deliverable
was structure focusing first on the Bulgarian and GreeRulgarian demos and then on the Italian and
Spanish demosespecially to reflect this additional effort allocated ftine development of digital-twin
models and control applications which were then integrated in the-RITL setugs for realistic proofof-
concept of the 5G technology impact on contrein-the loop type of applicatiors for smart grids.
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1. Introduction

This deliverable is théourth technical output from aseries offour deliverables ofWP3 (Integrated 5G
Network Facility and Open Repositodids deals with the elaboration on the preiloting testing activities
of each of the four usecases of the Smart5Grid. An emphasisisogiven on the developmentof tailored

digital-twin modelsand specific hardware implemented controllers integrated Reat Time (RT) control
Hardware Inthe-Loop (HIL)setup (pre piloting testing environment) neededor realistic proofof-concept

for two of the demonstrators (the Bulgarian demo and the cro$mrder GreekBulgarian demo,
respectively).

To putthis deliverablanto contextit hasto be mentioned that all the tasks and deliverables reflecting the
work of Work Package 3 (WR3) are to a largeextent interrelated and interdependa. Their common
ground concerns elaborating on the full development and integration of the Smart5Grid Open 5G
experimentation platform, including functional aspects such as etedend slicing, service orchestration
and automation for efficient deployment and operation ofthe 5G network which supports the
requirements set up by the project useases The Netvork Application concept is the linking block
between the Smart5Grid platforpmthe 5G telecommunication infrastructa, and the service to be delivered
to the energy infrastructure.

The development and integration of the Smart5Grid platform components and their integration with the
5G infrastructure andvith the energy infrastructurecorresponding toeach of the four se-cases is the
scope of deliverableD3.1(Interim report for the development of the 5G network fac)lignd D3.2 Final
report for the development of the 5G network facjliespectively These two deliverables detail the work
carried out inTasks 3.19mart5Grid network access/core platform building and orchestratéomd in Task
3.3 Platform integration and Interfacing between 5G and energy infrastrugiibeliverable D3.3@pen
Service Repositorygetails the work carried out during Task2, for the development of this important
component of the Smart5Grid platform, which is the entry point for developers and consumers of the
Smart5Grid Network Applications. All these tasks iarparallel with Task 3.4Pfe piloting via Hardware
In-the-Loop (HIL)demonstration. The latter(Task 3.4)s the scope of this document. Thus, it is worth
mentioning that any details regarding the Smart5Grid open experimentation platform integration
(including integration with the 5G telecommunication infrastruce and the energy related infrastructure),
are left out of the scope of this deliverable, because they are detailed in titber above-mentioned
deliverables.

Thisdeliverable elaborates on the work carried out as part of Task P4epiloting viaHILdemonstraton)

by describing in detail the advanced prgiloting testing environmens that have been developedwithin
the Smart5Grid projectThe pre piloting envirorment considestestbedsbased onthe HILframeworkand
setupsfocused onconnectivity testing. In this HIL approach Jarge scalepower gridisemulatedin a reat
time simulatorusing digital twinsbasedon high-fidelity modelsand by considering field measurements,
while Network Applicationsare integrated in the loopby exchanging information with the digital twin
through a hardware retwork emulator able to realisticallymimic the physical communication lirkof a
smart grid application. In this ontext, Network Applicationsare integrated usingControl-HIL approach,
while the PowerHIL framework is facilitatedby incorporating actual power devicg)driven by the digital
twin through apower amplifiet On the other hand, setups for connectivity testing focus on incorporating
the actual 5G network infrastructure to ensure the proper connectivity between physical devices (that will
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be located in the field) and theNetwork Applications(that will be locaéd in the SmarbGrid platform).It
hasto be noted that the final scope of the prepiloting is to perform functional tests for the early versions
of the Network Applicationsdeveloped for each of the four use cases, using controlledvironmentand
advanceal pre-piloting testing facilities whiclmight need different types of hardware and software blocks
(able to replicate boththe 5G network infrastructure andhe energy infrastructurg however specifically
tailored to the scope and the needs of the spedifuse case

1.1. Scope of the document
The scope of this deliverable is to elaborate on the ploting testingwhich offers realistic and controlled
environmentsable to mimic the actual operating conditions of théour pilots proposed by the Smart5Grid
project

Based on the scope and the functional requirements defined for the usgse specific Network Applications
[1] [2], two types of prepiloting testing architectures were identified:

(a) Verticatservice prepiloting testing environmentsing RTHIL technologyto be applied for the
Network Applications and for new control applications developed for tiBilgarian Demo (UC3
Millisecond level precise distributed renewable generation monitoring and cpatrafor the cross
border GreekBulgarian Demo (UC4Reattime Wide Area MonitoringWAM).

(b) 5G connectivity preiloting testing enviromentfor applications that are more focused on
monitoring the Quality of Service(QoS)of the 5G communication infrastructerfor functional tests
of the use case specifc Network Applications. This type of gpéoting architecture was used for
the Italian Demo (UCJAutomatic power distribution grid fault detectipand for the Spanish demo
(UC2 Remote inspection afutomatically delimited working areas at distribution level

A major goal and effort of Task 3.4re-piloting viaHILdemonstraton) was dedicated to the development

of tailored digital twins for power grids and related energy infrastructures and the wd the digital twins

to formulate realistic and norinvasive HIL testbeds for testing, validating and evaluating the Network
Applications developed within this project. These activities were particularly focused on the scope of UC3
and UC4, where new camollers havebeen additionally developed to highlight the benefits of new
potential closed loop applications when integrated through 5G communication technology. It is worth
mentioning that the advantage of using HIL approaches is mainly useful when arapplications are
investigated while the benefits when testing monitoring applications are limited. Therefore, the integration
of the corresponding Network Application and the new control applications developed for enhancing the
scope of UC3 and UC4 arincluded in this prepiloting investigation and thus, this effort is also reflected
on the structure and the amount of content dedicated to those two useses.

UC1 and UC2 share many similarities in termshaftype of functional tests performed for thearly version

of the Network Applications andf the type of pre piloting infrastructure used. Both use cases focus on
monitoring aspects (of the protection system and of the working area) and therefore their-prting
testbeds mainy focuson connectivty tests between the field equipment and the Network Application,
while the HIL framework is not necessary in these use cases since they are mainly based on open loop
applications. On one handUC1focuses on the monitoring aspects of the powatistribution grid fault
detection system using 5G communication, and not dhe protection operationfunctionality of this grid
system. On the other hand, UC2 does not need such type of HIL testing environment because the
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proposed application doesnot need any sortof observation on the dynamic behaviar of the grid
operation.

As it was previously explainedhis deliverable focuses to a large extent on the use of rémhe hardware

in the loop (RFHIL) technology as an advanced testing and validation environment fmwer system
applications. This technologys especially useful for those power systems applicatidhat involve the
development of innovative controllers for distributed renewable energy resources (DER), or those that
need to simulate the dynamic behaviour of large power systems, among others. Thissto be highlighted

that most of this deliverable detalthe devebpment, integration and validatioriesting of digitaltwin
modelsand new controllersvhich were run usingcustomizedRTFHIL pre-piloting, in controlled testing
environments They werespecifically designed for advancedrticalservice prepiloting testirg aiming to
further investigatehe impact of new potential control applications in the operatmfrthe energy domain

The power infrastructure considered in éhRFHIL frameworkwasrealistically emulated (following non-
invasie approach through a digital replica (digitaltwin) running in a realtime simulator and by
incorporating actual power devicgs) connected in PowerHIL configuration Further, the 5G
communication infrastructure, which forms the communication carrier of the data exchange between
power grid sensors and the usease specifitNetwork Applicationsis introduced in this setupthrough a
hardware network emulatarwhid is amacroscopicmodel of the communication network The testing
approachis used to furthewalidate thecorrect operation of the monitoringtype Network Applicationsin
addition, through this HIL testing procedure, the impact on the overall power system operation can be
investigated when new control applicatian(e.g.,for coordinating the operation of fleible DERs during
disturbance$ make use ofifferenttypes ofcommunication infrastructurege.g., 4G, 5G)

The 5G connectivity testing procedure, used in the case of fniéoting testing for the Italian and Spanish
demos, make use of actual 5G infraatture with similar or identical components between the pgloting
testbeds and the pilots. The testing approach is focused on proper communication between the 5G
enabled sensors and the 5G infrastructure, and between the sensors and theaase specifi Network
Application.

The deliverablealsoaims to summarize all the@reparatory stepdulfilled so far toenable advancedesting
of the early version ofise case specifibletwork Applicationsas well as foenhandng their ability to fulfil
the functional requirements of respective useases. The scope of these teststisallow fine tuning in the
developmentof usecase specifitletwork Applicationdefore they are to be verified and validated using
the automatic V&V frameworlof the Smart5Grid platformThe V&V is the scope of WP4 and iakes place
beyond the pre piloting stage of the project.

Itis to beremindedthat the fullSmart5Grigplatformdevelopment and integratiowith the 5G infrastructure

and with the energy infrastruare is the scope ainother deliverable (D3:2 0 Fi nal report f or
of the 5G netwhirkh faetidiilty 6t he @SnoartSGridnetwork aceesds/cdrer r i n
platform building and orchestratialh and Task 3.3 0 P | a ttefrationnandiinterfacing between 5G and
energy infrastruct ur esabmitteddoicerenbysvithithis eeliverableB3.40Bus,2 wa s
the scopeof this documents fully dedicated to reporting on the activities and testing results obtaingishd

Task 3.4(Prepiloting via HIL demonstration)
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The prepiloting testing, detailed in this deliverablerefers to the functional tests of early versions of the
use-case specifitNetwork Applicationsand where relevant, to the analysis dfieir possible impacbn the
power grid operation.

In summary, the scope of this deliverable aims to:

i Haborate on the pe-piloting testing facilities tailored to the needs of each of the four
demonstrators aiming to ensure the realistic testing conditions with the actual operation
environment of the four pilots.

1 Define a common testing methodology for the two types of preiloting testing procedures
(energy focused and 5G connectivity focused).

1 Develop, where relevant, digitatwin models of the larger grid components (portions of the grid,
or control-in-the loop models)and new control applicationsvhichenhance the scope of UC3, and
to some extentof UC4, and whichcould not be otherwise tested in the actual opetian
environment of the pilot, due tathe possiby invasive nature of tfs type oftests.

9 Haborate on the cawnectivity and functional requirements tests (5G technology focusddi
Network Applications which providenonitoring services to the energy stakeholdgrbut do not
have a direct impact on the dynamic behawm of the power grid (UC1 and UC2).

1 Summarize theresults offunctional and integrationtests carried out by each of the useaseson
the early versions of théNetwork Applicationsas intermediate milestones before thegre further
tested and evaluated in the automatic V&V framework of the 8nbGrid platfom, and before
they aredeployed in the productiontesting environments of the pilots.

It hasto be noted that the prepiloting testing is complementary to thdesting and validation of the

Network Applicationswithin the V&V Framework of ta Smart5Grid Open Experimentation Platformvhich

will be detailed inseveral deliverables of WP4 (D4d 0 Devel opment anNetwarle pl oy
Applicationsfor the energy vertical sector, due M2 78,0erdicatibn dhd val@latiorframework

based on DevOps practicgés, d u).eHowehBeK) highlevelelaboration onthe expectedenergy services

to be provided by each of theuse case specifidNetwork Applications type of input data used in the
development stage for the early versions dhe Network Applicationswhich are tested using the pre

piloting testing facilitis, among others,are summarized withirthis deliverabg.

1.2. Relationship with other Tasks and Deliverables
This deliverable builds on the previous work performetliring WP2 elated to the elaboration of use
cases and system requirements (D2[L} and to the definition and specifications for theNetwork
Applicationconcept in the Smart5Grid project, aligned with the overall architectural design and technical
specifications for the Smart5Grid Open 5G experimentation platform (D£22)

Specifically, e firsttechnicalr e p oDr2t.,1:0 Use cases, system requireme
[1]provided an initial description of the desigaf the use casesand of their functional and norfunctional
requirements, as well as the identification of the fundamental limitations addressed, envisaged innovations

and key system requements.This deliverable also provided relevant information needed for the selection

of the type of pre piloting architecture relevant for each of the four useases.This deliverable also gave

the first definition of the functional requirements of the usease specifitNetwork Applications

The second technical report that provides input for the current deliverabled®?.2: Overall Architecture
Design, Technical Sped i cati ons and [Rlewhibhnae itsmame sufgestgirdvided thed
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technical specifications of each dlfie main componentsof the Smart5Grid platformthe specification of
the Network Applicationconcept used in the Smart5Grid project, as well tie technological choicegor
both the platform development and for theNetwork Applications This deliverable enhanced the level of
detail on the functional and nonfunctional requirements for the use&ases specifibNetwork Applications
which indicate the type of tests to bperformed during the pre-piloting tests for the earlywersions of those
Network Applications

As previously mentionedthe current document complements two othedeliverables of the WP3, namely
D3.1 (Interim report for the development of the 5G network fac)lignd D3.2 Final report for the
development of the 5G network facilityespectively. Thdatter is providing the details on the finalized
process ofdevelopment and integration of the relevant components of tgmart5Grid platformThe same
deliverable is also summarizing therocess d integration and interfacing betweenthe Smart5Grid
platform, the 5G infrastructureand the energy infrastructureall tailored to the needs of each of the four
use-cases.

The current document provide an insight for further testing and fine tuning of th usecase specific
Network Applications which is the scope of two future deliveratdeof WP4,(D4.16 0 Dev el op ment
deployment ofNetwork Application$or the energy vertical sectdr a n d o dedifica®ion and validation
framework based oDevOps practicasrespectively.

1.2.1.Notations, abbreviations and acronyms
Tablel Acronyms list

Item Description \
4G 4™ Generation wireless communication
5G 5™ Generation wireless communication
AC Alternating Current

AGFDS Automatic Grid Fault Detection System

API Application Programming Interface

APN Access Point Name
BBU BaseBand Unit
BSS Battery Storage System
CB Crossborder
(6{0) Control Operator
CT CurrentTransformer for measurement purposes
CPE Customer Premises Equipment

CPU Central Processing Unit
DC Direct Current
DER Distributed Energy Resources

DRES Distributed RenewableEnergy Sources

Dow Document of Work (Grant Agreement)

DSO Distribution System Operator
EE Entra Energyd Bulgaria
EN Edge Node
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Item Description
ESO Elektroenergien Sistemen OperatdrBulgaria
FACTS Flexible Alternating Current Transmission Systems
FFR Fast Frequency Response
GA Grant Agreement
GPS GlobalPositioning System
HV High Voltage
HVDC High Voltage Direct Current
HW Hardware
HuT Hardware under- Test
[2Cat Interneti Innovacio Digitala Catalunyad Research Cented Spain
ICMP Internet Communication Message Protocol
IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineers
I/O Input/Output
IP Internet Protocol
IPTO Independent Power Transmission OperatérGreece
KPI Key Performance Indicator
LV Low Voltage
LTE 4G LongTerm Evolution
MEC Multi-access Edge Computing
MQTT Message Queuing Telemetry Transport Protocol
MPTCP Multi-Path Transmission Control Protocol
MV Medium Voltage
MW Mega Watt
NAC Network ApplicationController
NAC_FE Network ApplicationController Fronend interface
NBC NeaBy Computingd Spain
NSA Non-Standalone(5G architecture)
oSl Open System Interconnection
OSR Open Service Repository
PC Personal Computer
PDC Phasor DataConcentrator
PMU Phasor Measurement Unit
PTP Precision Time Protocol
PV Photovoltaicplant
QoS Quality of Service
RAN Radio Access Network
RES RenewableEnergy Sources
RESTAPI RepresentationalSate Transfer
RGDM Enel s standardized MV protect.i
RMS Root Mean Square values
ROCCF Rate Of Change Of Frequency
RR Ramping Rate
RRL Ramping Ratd imit
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Item Description
RRU Remote Radio Unit
RRV Ramping Rate Violation
RTLS Real Time Location System
RTPM Real Time Energy Production Monitoring
RTS Real Time Simulator
RTT Round Trip Time
RTU Remote Terminal Unit
SCADA Supervisory Control and Data Acquisitiddystem
SIM Subscriber Identity Module
SOM System On Module
S/Rgateway | Serving gateway/Packet gateway
SSH Secure Shell
SUT System Under Test
SW Software
TDOA Time Difference Of Arrival
TLC TeLeCommunication Team of ENEL
TCP Transmission Control Protocol
TSO Transmission System Operator
Ucy University of Cypru® KIOS CoE Research Centr€yprus
UuwB Ultra-WideBand
ucC Use Case
UE User Equipment
Ul Userlinterface
URLLC Ultra Reliable Low Latency Communications
vPDC virtual Phasor Data Concentrator
VPN Virtual Private Network
VT Measurement transformers for voltage
WAC Wide Area Control
WAM Wide AreaMonitoring
WP Work Package
Smart5Grid G.A.101016912
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2. RTHILtechnology for power systems

2.1. State of the art in research and industry practice

2.1.1.RTHIL technology

The use ofReal Time Hardware In-the-loop, often calledHIL-technology or sometimes poweHIL has
become increasingly popular in recent yeafsr testing and validation of novegbower system applications

In simple wordsHIL is a technology that allows engineers to simulate the behaviof a systemhardware
based systemgin a reaktime virtualenvironment, allowing engineers to test and debug the system without
the need forthe full physical hardwareof the real system (e.g., the entire European transmission power

grid).

Realtime (RT) simulation is recognized as a highly reliable and accuragthod, which makes use of the

most recent advancements in parallel computing to solve complex differential equations which
characterize the dynamics of large and complex systems, such as power grids. The difference between
offline type of simulation platirms (nonreaktime digital simulations) and the digital RT simulators is that

for the latter, the time it takes to solve the system equations and deliver back the output results is exactly

the same with realworld system clock (the system that it simuladg4]. Back in the 9060s
decade of the current millennium, the RT simulations for power systems applications were mainly
orientated towards tests for protection systems for transmission grids using transient analysis mfdels

for static VAR compensators (SVC) and Flexible alteéngaturrent transmission systems (FACTE&]) or
controllers for HV direct curren(HVDC)[7].

More recently, RT simulation is increasingly used for broad range of applicatisitisin distribution grids,
active distribution gridsand microgrids which incorporate DER and RES via power electronics converters

8], [9]-

A natural evolution from the RT simulations to power hardwaire the-loop (HIL) techniques took place
when more and more interest was shown on impact studies on grid integration of DER and RES among
research and academia and among poweystems operators, energy regulators and promoters of RES,
alike, due to the society drive on greener and more sustainable econofib@] [11]

In summary sometimes the concept of RT simulation may refer to both:

1) fully digital realtime simulationenvironmentwhich may include one or more of the following:
model-in-the-loop, softwarein-the-loop, or processin-the-loop. It is understood that for aully
digital RT simulationall the components ofthe entire systemis modeled inside the simulator
without involving external interfacing or inputs/outputs (I/Os).

2) RTHIL simulatiorenvironmentrefers to thesimulation environmeniwhere some parts of the fully
digital reattime simulationare replaced withthe actual physical componentge.g., an actual
protection relay, or an actual power electronics invertefjlus, the RTHIL simulation process
integrates the power component under tesiThe latter also igalledin the literaturethe hardware
under-test (HuT) The HuTis connectedto the RFHIL environmentthrough I/O interfaces,such
as electronidilters, digitaito-analogue or analogue-to-digital converters and signal conditioners.
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In this way, the user of the RHIL testing environment can execute useefined realtime control
inputs to either the power equipment under test (HUT) or to the larger system modelled in the RT
simulator, in order to analge the control response.

In conclusion,HIL techniques enhanak the previous RT simulation methodology by integrating real
hardware systems (e.g., power equipment) and software models in a cleksgp RT simulation
environment[12] The RTHIL configuration is especially useful when one needs to execute the control
software within the same time step as the real system and to apply the control actions on the real hardware.
Furthermore, the operator of this testing environment hadso visibility on the measurements and the
parameters of the system. This kind of environment combines the flexibility of simulation with the use of
real power devices. Such an opportunity for testing equipment or control strategies in realistic opeyatin
conditions is a powerful evaluation tool that a designer can use to rapidly advance from the initial design
phase to the prototype.

2.1.2.RTFHIL technology for power systems applications

The use of realtime hardware in the loop (HIL) for power systeapplications has become increasingly
popular in recent years. HIL is a technology that allows engineers to simulate and validate systems before
they are deployed into the real world, resulting in improved performance and reliability. This technology
can be used for developing controllers, distributed energy resources (DERS), as well as testing control
algorithms.

One of the most common applications of HIL for power system applications is in the development of
power system controllergor power electronic iverters which interconnect DER, including RES within the
power grid [12]- [16] By usingRTHIL, engineers can simulate the behaviour of a power system controller

in a virtual environment, allowing them to test and debug the controller before it is deployed in the real

world. This allows engineers to develop controllers that are more reliable and efficient, resulting in
improved performance and reliability of the power system.

Another application ofRFHIL for power system applications is in the development of distribditenergy
resources (DERs). DERs are srsallle, decentralized sources of electricity that can be used to supplement
or replace traditional gridbased powergeneration By using HIL, engineers can simulate tdgnamic
behaviour of a DER and iteteractions with other components in the power system, allowing them to
develop more efficient and reliable systenfi8], [10] [16]

Finally, HIL can also be used for testing and validating control algorithms for power system applications.
Control algorithms are used to regulate how a system behaves in response to exenputs or changes

in internal conditions. By using HIL, engineers can simulate le&aviour of a control algorithm without
having to deploy it on physical hardware. This allows them to test and debug their algorithms before they
are deployed in the redworld, resulting in improved performance and reliability of the control algorithm.

2.2. RTHILTestbed components and their role

(Smart5Grid example)
This section is a brief recap and summainpm D2.1[1]and D2.2[2], about the Power Systems Testbed of
the KIOS Reearch and Innovation Centre of Excellence (KIOS CoE)eUniversity of CyprugUCY)which
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was used for the prepiloting testing using HIL technology in the Smart5Grid Projetttis to be noted that
thistype of advanced and flexible testing environent of UCYshares several similarities in terms of major
block components with other specialized facilities owned by other power research groups in both
academia[11][14] [17]and power systems industril7]

The general architecture of th&®FHIL testing facilityof UCYis shown inFigure 1 What is common for
such type of architecturs is the flexibility they offer by design such that multiple customizede-
configurationscould be made in order toinvestigatethe gecific testingscenariosdefined for the system
to be tested, in our case by th&mart5Grid UCs.

PC - Server S Real-Time Simulator 3 e Power Amplifier Power Equipment
= h~
© 50
m N
Intelligent £ OPAL-RT OP5700 ,O;, c E Industrial Equipment
it 3 > o =
Monitoring and E = 2s } -WIMMME =]
Control Methods 53 ® 2 : ! ﬂ
o 3 5 Protection Relays =
® g E Smart Meters
-2 3 e
SCADA o g5 v
o < O PMUs |
- — - — ®
Real-time simulation of an actual power system
using accurate modeling and field measurements - S
. ) (e o
/ /] e s Digital twin and -—
P P Y ? \‘é“; m physical equipment Phlotovoltalc ! |
M‘m‘ _W'T T‘m‘ "I 1' D =y interaction nverter  Battery System)

Control-HIL Digital Twin of a Power System Power-HIL

Figurel General architecture oh power system testbed

ThisRTFHIL testing environments composed of three main architectural blocksut of which only part
might be used depending on the UC and the specific operation scenario to be tested and validafdtkse
three component are:

1. Digital twin implementation of a power systenThe role ofthis block is to develop and implement
accurate power system models in the retime simulator making use of field measurements and
parameters of the actual power grid or section of the power grid that it mirrors.

2. ControlHardware In the Loop (ContreHIL):The role of this block is to offer a development framework
where detailed models of the power system (or smaitale prototype plat) under test is included in
the loop with the developed controller.

3. PowerHardware In the Loop (PoweHIL):The role d this architectural block is to offer a framework
to investigate the interaction between the digital twin of a power system and the physical plants (i.e.,
prototype or commercial inverters of PV or of a wind turbine, and/or of a Battery Storage Systen$]BS
industrial equipment used in power grids such as protection relays, smart mefgiasor measurement
units PMU9, etc.).

2.2.1.ControkHIL

As it was briefly discussed in the previous sectiorCantrolHIL block of the RTFHIL frameworkrefers to
the component wherethe new/innovativedeveloped controllers are included in the loop with the digital
twin power system implemented in the redlme simulator
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To consider the complexity of the power system in real time, either a srsalile prototype plant or tle
digital twin of the actual power plantan beused. Thus, the controller is able to receive measurements
and send control setpoints to the power grid under test (digital twin), emulating realistic conditions for
the demonstration. In actual systems arid controbHIL framework, the reatime responsiveness of the
controller is crucial for the stability of the whole system besides any communication or processing delays.

2.2.2.Digital twin of a power system

A digital twin of a power systemefers to a realistidigital replica of an actual power system which captures
the actual dynamic behaviour of the real system.dedicated ReallTime Simulator (RTS) is required for the
development of a digital twin of a power systentor our specific casea computational poweful RTS
(OPALRT OP570Q18) is used to allow the execution of highccuracy simulations in real timé.is to be
noted that it isa common practice to use actualdld measurements (collected from actual power plants
either online or through measurement campaignsih order to accuratelyreplicate the operation of
selected power systems as digital twirlsurthermore, the use of aligital twin of an actual power system
allowsadvancedinvestigationson the impact of new controllersand/or new hardware and/or software
components to be integrated in actual power grids bgbserving in real time the dynamioperation of a
smart grid without risking the integrity of theactual criticainfrastructure.

2.2.3.Power interface

The role of the power interface to be used in the RAIL framework is to enable the interconnection
between the RT simulators and the actual power hardware (HuT). Thus, incage a poweramplifier is
used as power interfaceoir the investigation of the interaction between the power grid under tesligital
twin) and a market available or a prototype plarfHuT)to be integrated in the smart gridaccording to the
needs of eachof the UCs. Specifically, theower amplifier replicatesin every solution step of the digital
twin (e.g.,e v e r y ), theOvolthge conditions of the selected bus, and this voltage supplies the power
equipment. The operation of the power equipment (powexchange with the amplifier) is considered by
the digital twin to accurately emulate the interaction between the two.

2.2.4.PowerHIL

The PowerHILblock of the RTHIL framework investigates the interaction between the power grid under
test (digital twin) anda physical power equipment in the loogHuUT) This allows the testing of how a
prototype, or a commercial equipment will operate when connected to a specific location within an actual
power system. Therefore, the dynamics of the power systems are replitiiaa realistic way to investigate
the operation of physical equipment under a relevant environment. Examples of physical power equipment
are Fhotovoltaic (R/) plants, Battery Storage SystenBS$ the electrical installation of a building, Wind
Turbines,among many others.t is important to highlightthat the power-HIL component of this testing
frameworkis crucial to validate and demonstrate how new power equipment will properly operate when
connected to an actual power plant.
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3. Architecture for the pe-piloting

From the description of the usecases provided in D2,lit emerged that two types of prepiloting
architectures could be definedih Smart5Gridoased on their major scope:

1) Prepiloting architeatre to validate the functional requirements of the energy service(s) to be
provided by theNetwork Applicationghat have an mpact on the actual operation of the griguC3:
Millisecond level precise monitoring and control of distributed renewable energy spanteslC4:
Wide area monitoring of crosborder power flow and wide areprotectior); and

2) Prepiloting testbed to alidate functional requirements of early versionsNsétwork Applications
from the monitoring point of view of 5G connectivifyC1 Automatic power distribution grid fault
detection and UC2Remote inspection of automatically delimited working areas at distribution)level

It is to be noted that the control applicatiomelated to the Bulgarian demo (UC3Millisecond level precise
monitoring and control of distributed renewable energy soujceters to extensions of thénitial scope of

the pilot, as it was defined in thédocument of Work (DoW. The scope is to closéhe controtloop of the
applications defined in the DoW (extension fropassivemonitoring of RES power production) and provide

an advanced proofof-concept foractivecontrol and managementof the distributed power RES units for
providing reattime ancillary services to the relevant grid operatorsuch asthe Distribution System
Operator (DSO) or the Transmission System Operator ().90is to be noted that these extensiorare
tested and validated only in the prgiloting testing environment and not in the actual pilotsThis is
because the testing scenarios might be invasive to the normal operation of the grid (e.g., creating a fault
in the grid to test the wide area protection scheméor the pilot of UC4 or because the currentegulations

in Bulgaria do not yet allow the RES units (even in hybrid setups with energy storage units) to provide such
type of ancillary services to the gri¢for the pilot of UC3).

3.1. Architecture 1 focusing on energy operation
This first prepiloting architecture refers to an RHIL framework which allows to realistically investigate the
possible impact ofenergy related services (integrated in early versions of the «sese specifidNetwork
Applicationg which might send actuation signals to poweatevices which could change the dynamic
operation of the grid. It isimportant to highlight once again that this architecturaés used for the pre
piloting testbedsfor the Bulgarian Demo YC3 Millisecond level precise distributed renewable generation
monitoring and contro) and for the crossborder GreekBulgarian Demo (UC4Reattime Wide Area
Monitoring), only.

The proposed general prepiloting architecture using RHIL technology is presented ifrigure 2. The
major blocks of ths RTHIL testbed arethe ControlHIL component the component that implements the
digital twin of the actual power system (or the péa under test such as a wind farnfor examplg, the
PowerHIL component andthe power interface consisting of a power amplifiefhey were already detailed
in the prevous section of this report (section2).
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Figure2: Generic prepiloting architecture focusing on energy operation (UC3 & UC4)

This specific prepiloting architecture also integrates in the RAIIL framework another block related to the
5G communication infrastructure, in our case a Hardware Network emulator. This block provides the
needed macroscopic dynamic behaviour of actual S@frastructurevia the settings of relevant network
parameters such as latency or loss of packets, among others.

3.2.  Architecture 2- focusing on 5G connectivity
The second type of prepiloting architecture refers to 5G connectivity testing framework whalfows to
realistically investigatéunctional requiremens of use case specifidNetwork Applicationswhich provide
services to the energy stakeholder, but do not have a direct impact on the dynamic behaviour of the power
grid. Within this category listhe pre-piloting testing for early versions of théletwork Applicationdor the
Italian Demo (UCJ1Automatic power distribution grid fault detectiprand for the Spanish Demo{C2
Remote inspection of automatically delimited working areadiatribution levél

The second architecture of the prgiloting testbeds for the Smart5Grid is presented Figure 3. This
architecture is composed of three majorotnponents: (1) component which is responsible thost and

run the early versions of théNetwork Application(which is denoted here as Smart5Grid platforn(R) a
component which is related to the 5G infrastructure involved in the respective-gase tesing, which
integrates actual 5G equipment which is most relevant for the data transfer between Metwork
Applicationand the field devices from the grid infrastructure; and (3) the component which incorporates
all the relevant field devices from the engy infrastructure which constitutesource and/or receiver of
data to/from the usecase specifidNetwork Application It is to be understood that all the necessary
interfaces that make these three componentwork with each other are to be detailed when the
implementation of this architecture is tailored to the particularities of the usase.

It is worth mentioning that these two architectures shacemmon blocks whichrelate to the integration
of early versions of theNetwork Applicationsin the loop wih emulated (architecture 1) or with actual 5G
network infrastructure (relevant components only for the architect@)g and the use of actual field devices
which constitutes the source of data for thetwork Applications(from the energy infrastructure bthe
relevant pilots).
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Figure3: Generic prepiloting architecture focusing on 5G connectivity (UC1 & UC2)
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4. Methodology for pre-piloting testing

The methodology for testing ad validation of the functional requirements of the pilots in the prgloting
setups is composed of four phases. The first phase relates to the choice of hardware and software to be
used in each of the prepiloting setups, along with the assumptions considel to create the realistic
operation conditions of the actual pilotsSThe second phase describes théetwork Applicationintegration
process with the prepiloting setup. The third phase defines the testing scenarios along with the relevant
KPlIs that thosescenarios intend to validateThe last phase of the prgiloting methodology refers to the
actual tests where all scenarios are run and where the results obtained are summarized and discussed.
Further details of each of these phases are provided below.

4.1. Phase 1: Create realistic conditions to replicate the UC
operational environment

This first phase of prepiloting testing methalology refers to the details, assumptiorend pre-requisites
that were taken into account when the pe@iloting testbed was creted, in order to ensure that it mimics
as realistically as possible the real operation environment of the actual pilot

In the case of the use of the RHIL type architecture fopre-piloting testing, most of this section covers
the development of thedigital-twin models of the actual system which in essence are advanced dynamical
models of the actual systems implemented using modelling simulators (e.g., Simulink Matlab), and
translated into simulation models readable by the digital RT simulator (63PAL-RT).

In the case of the 5G connectivity type of pgiloting architecture, the realistic operation conditiorage
mainly related to the creation of similar operational environment of the 5G infrastructure component of
the pre-piloting testbed with the behaviarr of the same component or group of components operating

in the actual pilot.

4.2. Phase 2Network Applicationintegration
This phase details the process integration of the Network Applicationg(the early versions availablier
testing at the ge-piloting stage) with the prepiloting testing infrastructurgtestbeds) and where available
with the corresponding Network ApplicationController (NAC)for each of the four usecases It is to be
noted thatbased on the proposed timeline of implementation of the Smart5Grid Project, ttevelopment
and integration ofthe open Smart5Gridexperimentation platformtook place in parallel with the activities
related to the prepiloting (Task 3.2 and Task 3.3 of thiWork Package 3)Furthermore,a key component
of the platform, in charge with the Verification and Validation (V&Wrameworl of the Network
Applications s still underdevelopment Task 4.2)In summary,tiis to be noted that the differenceson the
level of integration of the Network Applicationswith the pre-piloting testbedis highly dgpendent on the
level of deployment of 5G infrastructure and platform integration into the actual pilot.
To overcome this challenge théNetwork Application integration phasefocus onall the stepsand tests
performed in order to encapsulate theenergy service (components of eachuse-case specifidcNetwork
Application) into the form of Network Application as it was defined by the Smart5Grid project, Deliverable
D2.2[2].
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The canonical Smart5Grid way is to onboard tiNetwork Applicationinto the Open Service Repository
(OSR) and trigger the Validation and Verification (V&V) framework. During the verification, the V&V
framework will use theNetwork ApplicationController Frontend (NAC_FEnterface (see Table-® in D3.1

[3]) to onboard and test theNetwork Applicationdeployment. For the OSR instance the endpoints are
hosted athttps://osr-dev.s5g.gos.ycloud.eu/. However, becausehe development of the OSR took place

in parallel with the prepiloting testing, thigpath of Network Applicationonboarding could not be followed.

In UC1UC3 and UC4 where the NAC is NearbyONd&Ecommercial product of Smart5Grid partner NeBy
Computing (NBC))it is also possibléo onboard the Network Applicationsby manuallyusingthe NAC_FE
interface of NearbyONH3], by invoking a RepresentationalSate Transfer Application Programming
Interface (RESTAPI) which is hosted at
https://smart5grid.nearbycomputing.com/adapters/smart5gritiletwork Applications. Once a Network
Applicationis onboarded, it can either be deployed always with the NAC_FE or viavthb User Interface
(UD of NearbyONE In the second case, users also have the possibility to change part of Mleéwork

ApplicatonDescr i ptor to quickly iterate and do many t es
registry to pull artifacts from, owhen not possibled for instance where Internet connectivity is not yet
availabled we can usel oc al instance of the O8Kb asposshigithet ry

production environment.

4.3. Phase 3: Defining the testing scenarios
This phase deals with the details of the ppiloting tests by defining specific testing scenarios and their
related testing methodology, as well as the cogponding KPIs they are targeting by each of these testing
scenarios.Sampletables for collecting thistype of information in a unified manner wre elaborated in
collaboration with the involved partners in the taskhey are provided belowincluding explanation on the
expected type of input.

Table2: Sample table for collecting the lisif use-case specific prepiloting testing scenarios

Scenario ID  Scenario Title Testcase type Description
Indicate the type of testcase the | Detail the possible
scenario refers togonnectivity, methodology to be used in
communication orNetwork performing the testing
Applicationfunctionality) scenario

Provide a
PP& UC#0 S1 | short title for
the scenario

PPO UC#0 S2
é .

This table collects the full list of testing scenarios for each of the four UCs in thepieting testing phase.
The first column allocates a specific ID for the testing scendoiolater reference in joint tables within this
document, as well as for esy identification in future testing reports and deliverables (e.g., those related to
usecases validation and verification under V&V framework testing or those related to the final pilot tests).
The second column indicates a brief title for the scenaridhile the last column offers more information
about the scenario (where not fully covered by the title). The third column indicdtees type of testing (if

it relates to connectivity tests, components integration tests within the qmiéoting testbed or Network
Applicationfunctional tests).
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Table3: Sample table for the definition of the functional requirements and the targeted KPIs for each of
the testing scenarios

Scenario ID Functional requirements \ Targeted KPIs
Explain what type of functional | Provide specific, measurable KPIs for this
PP- UG- S1 requirement is investigated by | testing scenario which could indicatéthe test
this testing scenario was successful or not

€ é.
This table provides information related to the aims of the testing scenario in terms of verification of a
specific functional requirement associated with one or more targeted, measurable Key Performance
Indicators (KPIs).

Table4: Sample table for collecting additional informatioabout the type of functional requirementdo
be investigated by each testing scenario

Brief description of each functional requirement

Short name for the
functionalrequirement
investigated

é. .

This table is intended to collect further information on the methodology to be used for testing the specific

functional requirement indicated for each specific testing scenario.

Elaborate on how this functional requirement needs to be tested, what
methodology can be used to test it and why.

4.4. Phase 4: Validation and evaluation
The last stage ofhe proposed pre piloting testing methodology refers to theralidation and evaluatiorof
the testing results Again we have organized the collection of the testing results following the same
uniform approach as described in Phase 3. Thas, integrated sample table was used in this scope, as it
is shown inTable5. The information reflects the scenario ID, the type of test, a comparison between the
targeted KPIs and those obtained after tests. The last column intends to collect further comments,
especially of thaeststhat did not pass as expected owhena large difference between the targeted and
obtained KPI after the tesivasobserved

Table5: Summary of testing results for the prpiloting phase of WC #

Real KPIs in Comments
tests

Scenario ID Type of test Targeted KPIs

Test passed
PP& UC#0 S1 | Connectivity test KPILKP I 2, successfuy. If not,
please explain why.

D
D

Besides the testing results, this section also prowdhe actual proof of the testing results, such as
screenshots, log snippets, etc. A brief analysis of the obtained results concludes this section.
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5. Prepiloting for the use cases that use RHIL testing
architecture

5.1. UC3 Millisecond Level Precise Distribari Generation
Control

5.1.1.Phase 1Pre-piloting testbed description and realistic conditions to replicate
the UC operational environment

5.1.1.1. Introduction

The scope of the prepilot setup for the Bulgarian demo (UC3Millisecond level precise distributed
renewablegeneration monitoringand contro) focuseso nverticatservice prepilotingtestingg, wher e di ¢
twin and Hardware In the Loop (HIL)setupsare used to validate the relatedNetwork Applicationand to

further investigate the impact ofwo new potential control applicatiors in the operation of the energy

domain.

Particulaty, the power infrastructures considered in this framework in a neinvasive manner through a
digital replica (digital twinyunning in a realtime simulatorand by incorporating actual power device
connected in PowerHIL configuration, the 5G communicatiois introduced through a hardware network
emulator, and theNetwork Applicationand two relatedadditionalapplicatiors are able to be tested under
realistic and relevant conditions. The testing approach validatiee correct operation of the monitoring
Network Application In addition, through this HIL testing procedure, the impact on the overall power
system operation can bénvestigated when a neveontrol application[21]for coordinating the operation

of flexible DERs during disturbances is incorporated, and when diffecemhmunicaion infrastructures are
used to integrate this application in the smart grid framework. Moreover, another control application able
to provide ramping rate control functionalities between a wind farm and a battery storage system located
far away is invedgiated by utilsing the reattime monitoring Network Applicationto facilitate the data
exchange. In this case, the objective is togire strict ramping rate limitation by theombined DERs,
considering MW/sec ratescompared to the MW/min rateghat are currentlyconsideed.

5.1.1.2. Description of the prepiloting testbed

The pre pilot architecture for UC3 tries to create a realistic framework with réale conditions related to
the specific UC in order to test and validathe developedNetwork Applicationthat facilitates the precise
monitoring of Distributed Energy Resources (DERS). In addition, the samepoting framework is used

to examine some additional control functionalities (beyond the initial purpose of tpeoject) to
demonstrate how the advanced features of 5G technology can beneficially affect the operatiothef
power system when closing the loop in control applications. It is noted that the two additional control
applications are only demonstrated in th pre-piloting stage, since several technical and regulatory
restrictions are preventing théarge-scale deployment of such control schersen real life applications.
Hence,the pre-piloting phase of UC&ims ta

I Test and validate the deployment, operation and accuracy of UGtwork Application for
monitoring the DERs

1 Investigate the impact of two new control applications enabled by 5G technology on the operation

of a smart grid.
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The UC3 of the Smart5Grid projéds related to the monitoring (and control) of distributed energy
resources. Therefore, a digital twin has been developed to emulate&ealtime the operation of a power
system with high penetration of DERs. The digital twin of the power system and tBRBis connected in
a Power Hardware In the Loop (PoweHIL) configuration with actual measuring/actuator devices (or virtual
meters/actuatorsthat are emulated within the digital twin) in order to enable the interaction with the
Network Applicationor other control applications. Therefore, the digital twin, with actual or virtual
meters/actuators, is connected in a Control Hardware In the Loop (ContrilL) framework with the UC3
Network Application(or the additional control applications) through a netwkremulator. In this context,
the network emulator can be configured with different settisgo emulate the performance of a 5G, 4G,
or 3G communication infrastructure, allowing an interesting investigation where letwork Application
performance or the impact on the power system operation can be evaluated under different
communication infrastructures. An overall diagram of the ppéloting testbed for the UC3 is demonstrated
in Figure 4, while detailed description about each key component of the ppéloting configuration is
analysed in theTable6 below.

Real-Time Simulator
(OPAL-RT OP5707)

Virtual Power Equipment Smart5Grid Platform

NetApp

BEIY EORE vany sy
Hene et b et
== -

" Monitoring of wind farm
= Implet e operating conditions (UC3)
-

New control applications for
FFR coordination and
ramping rate compensation

by DERs (UC3:

Additional Controllers

Power-HIL

atter,
rans
Digital Twin of a Power System

Power-HIL

Communication

Infrastructure

Figure4: Pre piloting testbed architecture for the UC3.
Table6: List of components and their description for the prpiloting testbedof UC3.

Component

NE[E

Component Description

UC3C-ID-1:
Real Time
Simulator (RTS

The reattime simulator is a key component of the peiloting infrastructure since i
enablesthe development of a digital twin of a power system with intense penetrati
of DERs. The digital twin of the power systagdeveloped as a dynamic, discrete
time MATLAB/Simulink model that r&in a dedicated realtime simulator (OPALRT
5707) to enablehard realtime constraints. In this model, the DERse simulated
using full analytical models for renewable sources or energy storage syste
including a grid tied intelligent inverter, where field data from an actual wind fa
(e.g., wind speed, wind idection, temperature, power generation, etchave been
processed to create realistic inputs to the DER model.

The operating conditions of the power system or of the DERe sensed through
virtual or actual metering devices (e.g., smart meters, Phabt@asurementUnits
(PMUs), etc.). On the other hand, controllable actions can be taken within the eng
infrastructure through virtual or actual power equipment/actuators (e.g., sm
inverters, battery storage system, etc.). In case of virtual metering/atdiudevices,
theseare simulated within the digital twin model that rusin the reattime simulator.
The virtualdevices exchangenformation with the Network Applicationor other
related applicatiors using digital communication protocols (e.g., Modbus PCIEC
61850, IEEE C37.118) over the local area network and the network emulator. I

Smargs/c?ljid
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of actual devices, the integratiosan be achieved through a power amplifier that i
able to drive the actual equipment according to the digitalvin operating conditons.
In this way, the PoweHILcanbe facilitated by exchanging analogue sigrsdietween
the digital twin and the amplifier. Then, the actual equipment integrated in t
configuration (e.g., PMUs, inverters, etcgommunicates with the Network
Applicatons or other related applications.

The realtime simulatoris able to emulate the power system operation with a ve
precise manner with a solver resolution lower than 106. Accurate, dynamic anc
discretetime modelsare used to replicate the operation bthe power system as ¢
digital twin.
The MATLAB/Simulink model to emulate the operation of a power system W
intense DERs penetration is presented Figure 5(a). This model is uploaded an
executed in the realtime simulator presented ifrigure5(b) to enable the digital twin
of the energy infrastructure.

@

(b)

Figure5: (a) Simulation model and (b) OPART 5707 reatime simulator that
have been used to enable the development of the digital twin

UC3C-ID-2: The power amplifier is a key component of the prgiloting setup that enables the
Power integration of actual power devices, such as meters (e.g., smart meters, PMUSs,
amplifier or actuators (e.g., inverters, photovoltaic or battery systems, protection relays, €
with the power systerd gligital twin. The power amplifier receives low voltag
G.A.101016912 Page37|140
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analogue signals (e.g., + 10V) from the re@ime simulator regarding the voltage
and/or current operation of a selected node/line of the power systdidigital twin.
Then, it precisely (error lower than 0.2%) amplifies the voltage and/or current intg
actual system scale (e.g.-800V, G32A, etc.) with a transient response of 10us
allow the interconnection of actual power devices. The amplifier is able to excha
bidirectional active and reactive power in four quadrants to drive the operation
power devices by replicating conditions emulated within the retiine simulator. In
addition, the amplifier measures the voltage conditions and the current exchang
with the power device in order to provide feedback to the redime simulator (e.g.
every 50us) in order to be considered for the next step of the emulation.

In the particular prepiloting facilities, two amplifiers have been use@uissance Plu
3x7000VA (21 kVA) 4Q linear amplifier, shownHigure 6 (a), is mainly used t(
interconnect power actuators (e.g., battery or photovoltaic inverter) where mainly
voltage conditions are replicated and enables bidirectional power flow. A secq
amplifier, Omicron CMS 356, shown iRigure 6 (b), with4x300V and 3 or 6 x 32A
output channels, ismainly used for connecting metering devices (e.g., PMU
protection relays) where both thregohase voltage and current condition should b
independently driven, which is required when shectrcuit faults need to be
replicated.

N

(a) (b)
Figure 6: (a) Puissance plus 21kVA amplifier and (b) Omicron CMS 356 po
amplifier.

UC3C-ID-3:
Phasor
Measurement
Units (PMU)

PMU is a metering device used in power substations to measure and estimate
magnitude and phase angle of an electrical phasor quantityolfage and current)
using a common time source for synchronization. This is achieved Giobal
Pasitioning SystemGP$ Precision Time ProtocqlPTP)which enables the collectior
of synchronized measurements for wide area monitoring and control purpos
These metering devices are used in power substations and are connected to
secondary side of measuremertransformers for voltage (VT) or current (CT9

sample the voltage and current conditicsof a selected location in the power systen
In the case ofa prepiloting setup, the PMUs are connected to the hig
voltage/current side of the power amplifier in order to measure the voltage/curre|
conditions of the digital twin that are replicated though the amplifier. Tk
measurements are processed by the PMltb calculate the voltage phasors every !
ms or 20 ms, where a GPS timestamp is included to enable the synchronizal
between measurements taken from different locations. Then, those measurem
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are sent to a phasor data concentrator software using thEEE C37.118 protoc
where the measuremerst are time aligned and stored to be used in wide are
monitoring and control applications.

In this pre piloting setup, a SantineArbiter Model 1133A PM{22] and a Selinc SEL
451 protection relay23]and PMUare used as shown ifrigure?. In addition, it should
be noted that in case multiple PMUs neeto be considered in a case study, the
virtual PMUs can also be modelled wih the reattime simulator, where the
measurements are processed, they are GPS synchronized by an external GPS an
and a synchronization card, and then the measuremsrare reported to the data
concentrator through IEEE C37.118, emulating this waydperation of a physica
PMU.

Figure 7: (top) Selenic SEB51 PMU and protection relay and (bottom) Santine
Arbiter PMU 1133A

UC3C-ID-4:
Smart meter

Smart meter is also a measuring device that is widely used to measure the eleci
guantities related to the operation of a power device. Smart meters provi
asynchronized measurements compared to the synchronized measurement by P
and can therefore provide voltage and currenroot mean square RM§ values and
the active and reactive power, but they cannot report the phase angle due to lack
synchronization. Such meters are widely used in power sysieconsideed as
conventional measurement in power substations, smart meters in consum
buildings, or meters connected with the wind turbine or photovoltaic controller
case of DERs. A smart meter measures the voltage through a voltage transfor
(VT) and the current through a cuent transformer (CT) to provide a sort of isolatio
between the power and the measuring circuit. In the case of a guioting facility,
the smart meter is driven through the power amplifier according to the operatir
conditions of the power systef gligital twin. The smart meter processes tH
measurements and reports the voltage, current, active and reactive pow
frequency, power factor and other power quality quantities through a Modbus T
protocol every 200ms. These measurements can be read by thpatty devices or
software if they are connected as a Modbuserverclient applicationwith the smart
meter.

In the prepiloting setup, a Janitza UMG 60f4] is used as shown inFigure 8.
Furthermore, in case multiple smart meters are required in a case study, virtual s
meters can also be moddétd within therealtime simulator, where the measurement
are processed and reported through a Modbus TCP server to replicate
operational functionalities of an actual smart meter.

Smart5Grid
e
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